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1 Introduction

According to the requirement of industry, colleges must update their curriculum
and provide necessary technical and practical knowledge to the students. It will
help in fulfilling the requirement of skilled and qualified students of the industries.
DM and machine learning (ML) scholars have studied classification problems most
recurrently [1]. In which the value of a dependent variable can be predicted based
on the values of other independent variables [2]. This paper aims to determine the
features impacting on prediction of placement and also students will get to know the
placement status and get help in improving their weaker areas in advance.

Basically, this model will help to make training and placement officers (TPO)
work easy and increment the total number of placements. Hence, it will directly
lead to an increment in the rank of engineering and technology institutions. As our
objective is to predict the placement of a student, in such a way that either he will
get placement or not. It is a binary classification problem. To get good accuracy with
minimum error, we have experimented with various classification ML algorithms
with K-fold cross-validation techniques and trained and tested the data splitting
techniques. The Value of K is tested for better results though most of the time it has
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considered as 10. Also, we used EL techniques, which are comparatively faster and
give better accuracy for classification projects.

2 Related Work

The researchers have studied several connected national and international research
papers, thesis to understand datasets, data pre-processingmethods, features selection
methods, type of algorithms used in the existing studies.

Authors in [3] performed a step-wise analysis based on specific statistical frame-
works for the placement. The analysis concluded with student datasets including
academic and selection subtleties is important for forecasting future selection possi-
bilities. Authors in [4] proposed the campus placement prediction work using the
classification algorithms Decision Tree and Random Forest. The accuracy obtained
after analysis for Random Forest is greater than the Decision tree. Authors in [5]
used different ML algorithms to analyze students’ admission preferences. They
found Random Forest classifier is a good classifier as its accuracy is very high.
Authors in [6] used different ML models to analyze students’ placement, they found
AdaBoost classifier along with the Bagging and Decision Tree as Base Classifier
gives high accuracy. The student placement analyzer recommendation system, built
using classification rules-Naïve Bayes, Fuzzy C Means techniques, to predict the
placement status of the student to one of the five categories, viz., Dream Company,
Core Company, Mass Recruiters, Not Eligible, and Not Interested in Placement.
This model helps weaker students and provides extra care toward improving their
performance henceforth [7]. Authors in [8] presented student career prediction using
advancedML techniques. In this paper,AdvancedMLalgorithms like SVM,Random
Forest decision tree, One Hot Encoding, XG boost are used. Out of all, SVM gave
more accuracy with 90.3%, and then the XG Boost with 88.33% accuracy.

Authors in [9] presented student placement and skill ranking predictors for
programming classes using class attitude, psychological scales, and code metrics.
They used Support Vector Machine with RBF Kernel (SVM), Support Vector
Machine with Linear Kernel (SVML), Logistic regression (LR), Decision tree (DT),
Random Forest (RF) techniques. ML is used to predict placement results and the
programming skill level. The researcher created a classificationmodelwith precision,
recall, and F-measure.

Authors in [10] presented the study on educational data mining for student place-
ment prediction using ML algorithms. ML algorithms are applied in the weka tool
and R studio which are J48, Naïve Bayes, Random Forest, Random Tree, Multiple
Linear Regression, binomial logistic regression, Recursive Partitioning, Regression
Tree, conditional inference tree, Neural Network. In the weka tool, Random Forest
and Random Tree algorithms are giving 100% accuracy on the student placement
dataset. Authors in [11] presented a survey on placement prediction systems using
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ML. The author has suggested ensemblemethods, which is aMachine Learning tech-
nique that combines several base models in order to produce one optimal predictive
model.

3 Research Methodology

The proposed work was carried out by performing experiments on the pass-
out student’s dataset with various ML algorithms.

3.1 Algorithms Used

The objective of research needs to use classification methods. Hence, researchers
have used the following ML classification algorithms.

1. Logistic Regression
2. K-Nearest Neighbors
3. Decision Tree
4. Random Forest
5. Support Vector Machine
6. Naive Bays

Also, used following advanced EL algorithms.
7. Adaptive Boosting,
8. Extreme Gradient Boosting (XGBoost) and
9. Grid Search CV

4 Steps in Building Predictive Models Using ML

We followed the Cross-Industry Standard Process (CRISP) methodology.
Understanding of problem and objectives of the research: Understanding

dataset of already placed students and selection of the appropriate features for
placement prediction.

Data Understanding: Data of already placed students were collected. All the
attributes of the dataset were analyzed based on their importance and relevance
based on the placement prediction. Point 5, About the dataset of this topic explains
details about the dataset.

Feature Engineering: In this phase, the data from multiple data sources were
integrated into one dataset. The next step is that the data were cleaned by removing
unwanted columns, handling missing values, creating unique classes, performing
transformation for numerical data, and all the cleaning activities on the data. Point 6,
Feature engineering of this topic explains details about the same.
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Table 1 Univariate feature selection for placement prediction

Feature name Feature score Feature name Feature score

Sem_IV_Aggregate Marks 311.517737 Sem_VI_Pending Back Papers 22.920021

Aggregate Present Marks 223.533006 Sem_V_Pending Back Papers 20.066178

Sem_III_Aggregate Marks 198.255768 Sem_III_Back Papers 16.854853

Sem_VI_Aggregate Marks 151.002450 Back Papers 12.203902

Sem_V_Aggregate Marks 147.823502 Pending Back Papers 7.822886

Sem_II_Aggregate Marks 142.692722 Sem_I_Back Papers 5.458014

Sem_I_ Aggregate Marks 138.860021 Sem_II_Back Papers 2.265504

College Name 55.624319 Sem_II_Pending Back Papers 0.701740

Sem_VI_Back Papers 53.893101 Sem_IV_Pending Back Papers 0.558951

SSC Aggregate Marks 42.917186 Sem_III_Pending Back Papers 0.200665

Defense Type 27.490582 Sem_I_Pending Back Papers 0.124713

Category 27.385665 Gender 12.518480

12th/Diploma marks 26.351629 Branch 0.103342

Experimenting:A number ofML algorithms were tested and experimented with
parameter tuning mentioned in Table 2 and 3 to predict the college, and its results
are discussed in point 9, result and discussion.

Evaluation: Models developed were evaluated based on their performance for
accuracy metric [13]. More information is presented in point 8.

Result and Discussion: Result and discussion are discussed in point 9.
Implementation: Once the model is evaluated, it is used to evaluate unseen data,

which is discussed in point 10.

5 About the Dataset

Researchers have collected 16 engineering colleges’ 9766 data records. A number of
columns in the dataset per college was varied from 20 to 46. We merged the dataset
by considering common and important columns from our objective point of view in
the excel file format, and then converted it into a CSV file. Which is essential to read
by the python code to implement ML algorithms.

6 Feature Engineering

In general, every ML algorithm takes some input data to generate desired outputs.
These input data are called features, which are usually presented in structured
columns.As per goal or objective algorithms require input featureswith some specific
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Table 2 List of experiments with model combinations

Sr
No

Nameof
Algorithm

Data splitting
method used

Datasplitting
folds/ratio

Parameter
tuned

No. of parame
ter Tested

1 Logistic
Regression

K-FCV 3 5 10 label
encoding

6–10

onehot
encoding

6–10

T-TS 70:30 80:20 90:10 label
encoding

6–10

onehot
encoding

6 to 10

2 Support Vector
Machine
(SVC)

K-FCV 3 5 10 estimator 6–10

param_grid 6–10

T-TS 70:30 80:20 90:10 estimator 6–10

param_grid 6–10

3 Decision Tree K-FCV 3 5 10 max_depth 6–10

min_impurit
y_decrease

6–10

max_leaf_no
des

6–10

min_leaf_no
des

6–10

max_feature s 6–10

T-TS 70:30 80:20 90:10 max_depth 6–10

min_impurit
y_decrease

6–10

max_leaf_no
des

6–10

min_leaf_no
des

6–10

max_feature s 6–10

4 Random Forest K-FCV 3 5 10 max_depth 6–10

min_impurit
y_decrease

6–10

max_leaf_no
des

6–10

min_leaf_no
des

6–10

max_feature s 6–10

T-TS 70:30 80:20 90:10 max_depth 6–10

min_impurit
y_decrease

6–10

(continued)
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Table 2 (continued)

Sr
No

Nameof
Algorithm

Data splitting
method used

Datasplitting
folds/ratio

Parameter
tuned

No. of parame
ter Tested

max_leaf_no
des

6–10

min_leaf_no
des

6–10

max_features 6–10

5 Gaussian NB K-FCV 3 5 10 6–10

T-TS 70:30 80:20 90:10 6–10

6 K
Neighbors
Classifier

K-FCV 3 5 10 leaf_size 6–10

n_neighbors 6–10

T-TS 70:30 80:20 90:10 leaf_size 6–10

n_neighbors 6–10

Table 3 List of experiments with advanced algorithms

Sr. No Name of the Algorithm Data splitting method used

1 Ada Boost Classifier (DT) T-TS

2 Extreme Gradient Boosting (XGBoost) Classifier T-TS

3 Grid Search CV T-TS

characteristic to get the desired output. Hence, there is a need of feature engineering.
Feature engineering efforts mainly have two goals:

1. Generating the proper input dataset, as per the requirement of theML algorithm.
2. Improving the performance of ML models.

As per the experience of the researcher, we need to spend more than 70% of
the time on data preparation. The following steps are carried out to achieve the same.

1. Missing Values
2. Handling categorical data (Label Encoder)
3. Change the data type
4. Drop columns

7 Feature Selection

Every time domain experts may not be available to decide independent features to
predict the category of the target feature. Hence, before fitting model, we must make
sure that all the features that we have selected are contributing to the model properly
and weights assigned to it are good enough so that our model gives satisfactory
accuracy. For that, we have used 3 feature selection techniques: Univariate Selection,
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Fig. 1 Feature selection using feature importance for placement prediction

Recursive Features Importance, and Feature importance. We used the python scikit-
learn library to implement it.

The Univariate Selection method shows the highest score for the following
features (Table 1).

While using the Recursive Feature Importance method, the following features are
selected, and the remaining are rejected.

Selected Features: [‘Pending Back Papers’, ‘Sem_III_Pending Back Papers’,
‘Sem_IV_Aggregate Marks’, ‘Sem_IV_Pending Back Papers’, ‘Sem_V_Pending
Back Papers’, ‘Sem_VI_Back Papers’].

Inbuilt class Feature importance comes with Tree based Classifiers; we used Extra
Tree Classifier from python scikit-learn library for extracting the top 7 features of
the dataset (Fig. 1).

Hence, as per all the above methods and also as per domain our knowledge, we
have chosen 25 important features which are as follows to predict target feature ‘Job
Offer’.

[‘Branch’, ‘Aggregate Present Marks’, ‘Back Papers’, ‘Pending Back Papers’,
‘Sem_I_ Aggregate Marks’, ‘Sem_I_Back Papers’, ‘Sem_I_Pending Back
Papers’, ‘Sem_II_Aggregate Marks’, ‘Sem_II_Back Papers’, ‘Sem_II_Pending
Back Papers’, ‘Sem_III_Aggregate Marks’, ‘Sem_III_Back Papers’,
‘Sem_III_Pending Back Papers’, ‘Sem_IV_Aggregate Marks’, ‘Sem_IV_Back
Papers’, ‘Sem_IV_Pending Back Papers’, ‘Sem_V_Aggregate Marks’,
‘Sem_V_Back Papers’, ‘Sem_V_Pending Back Papers’, ‘Sem_VI_Aggregate
Marks’, ‘Sem_VI_Back Papers’, ‘Sem_VI_Pending Back Papers’,
‘12th/Diploma_Aggre_marks’, ‘SSC Aggregate Marks’].
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8 Experimentation

There are adequate models that are studied and tested for the objective with optimal
values for K-fold cross-validation (K-FCV), Train-Test split (T-TS), parameters
tuning, and testing. In this process, the python sklearn library has played a very
important role. So detail is mentioned in the table below.

Apart from the above methods while doing parameter tuning, we have used
the following ensemble algorithms.

After the discussion of the accuracy results researcher has suggested awebmodule
named ‘Free guide to notify the campus placement status (FGNCPS)’ through which
students will get to know their placement status in advance and also come to know
to work more on weaker areas.

9 Result and Discussion

After implementing data cleaning process, removing all the noise, selecting relevant
features and encoded it into ML form, the next step is building a predictive model
by applying various ML techniques to find out the best model which gives us more
accuracy for train data and test data.

Model selection for placement prediction: After implementing all the above
methodsmentioned inTable 4 and 5,we foundXGBoost classifier is the best classifier
to predict campus placement.

Table 4 Results of placement prediction using ML techniques with K-fold cross validation

Sr. No Name of Algorithm Train Accuracy Test Accuracy

1 Logistic Regression 0.7251336898395722 0.7371794871794872

2 Support Vector Machine 0.7235294117647059 0.7393162393162394

3 Decision Tree Classifier 0.8165775401069518 0.782051282051282

4 Random Forest Classifier 0.823663101604278 0.7162393162393162

5 Gaussian NB 0.5294117647058824 0.49145299145299143

6 K Neighbors Classifier 0.8235294117647058 0.7606837606837606

Table 5 Results of placement prediction using Ensemble Learning

Sr. No Algorithm Train Accuracy Test Accuracy

1 AdaBoostClassifier(DT) 0.85 0.82

2 XGBoost 0.88 0.84

3 GridSearchCV 0.851336898395 0.82478632478632
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Fig. 2 Placement prediction web module

We can see the result of placement prediction using ensemble classifier XGBoost
with 0.88 training accuracy and with 0.84 testing accuracy, which is comparatively
very high. Hence, we have chosen the XGBoost classifier to implement the model.

10 Implementation

10.1 A Free Guide to Notify the Campus Placement Status
(FGNCPS)

While predicting the campus placement of Engineering and Technology students,
we have proposed the following FGNCPS web module. The aspirant student has to
submit some basic information which is nothing but selected input features to predict
their placement status in the early stage of academics (Fig. 2).

11 Conclusion

In this research, to predict the campus placement of Engineering and Technology
students, all the MLmodel building steps are rigorously implemented on the dataset.
Python, various libraries played a vital role during whole this process. In this study,
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25 input features are selected out of the existing 46 features of the dataset. These
features are very important, according to Univariate Selection, Recursive Features
Importance, Lasso feature selection methods, and researchers’ domain knowledge.
To predict the campus placement, suit of ML and EL methods are experimented
and compared. This suit contains Logistic Regression, K-Nearest Neighbors’, Deci-
sion Tree Classifier, Random Forest Classifier, Naive Bayes, and Support Vector
Machine classifiers. Under EL, we have experimented with Adaptive Boosting,
Gradient Boosting, and GridSearchCV methods. After a comparison of all algo-
rithms’ accuracy, we found that the XGBoost classifier has greater accuracy for this
project. Also, it has been observed that feature engineering is a very important step
in a model building because, after it, results have been more improved. At the end
researchers have suggested, ‘A free guide to notify the campus placement status
(FGNCPS)’ web module for placement aspirant students.
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Abstract- Indian economy has evolved very fast in last few decades; improving infrastructure has been 
the policy of the government to accelerate the economic growth. Eradication of poverty and further 
raising the standards of living of each of the individual of different social class could be made only 
possible with the offering of the employment to them. It’s a reason why the focus is mainly on 
developing of infrastructure by the government. Indian economy has shown time and again its potential 
by contributing in world’s economic growth. The per capita GDP based on purchasing power parity has 
raised more than 3 fold when compared with that of year 2000. Moreover, there is also increase of almost 
10 percent of economic activities against that of year 2005. There is further divide in incomes of rich 
and poor and the citizens of urban and rural India. This divide is also evident among number of states 
within the country. Almost 8 crores of Indians seems falling in extremely poor category. Major chunk 
of this population resides in five states of India. Also, because of lots of economic issues arisen like 
Covid 19 pandemic, demonetization and change of tax regime to GST, economic growth was slowed 
down recently. Using India’s huge population to accelerate economic growth can make India great again. 
Still there are villages in the country which are looking for constant electric supply to households, public 
works and even for the sake of farming. There are also newly emerged factors like internet connectivity 
and data consumption defining the economic growth of the country. Therefore, the present study focuses 
on how the social progress and building of infrastructural facilities could help India achieve economic 
growth against developed nations. The shortcomings in the sectors like health, skill development and 
providing of education platform are the main reasons of India’s pulling back in economic development. 
The present research work also looks for identification of the opportunities and challenges for better 
prospects of India. 

Keywords: Economic development, Social Development, Human Capital Development, Indian 
Economic State, Economic Problems, India. 
 

I. INTRODUCTION 
The economic progress of any country is defined with its social progress and building of infrastructural 
facilities. Physical infrastructural facilities will further define where GDP will head whereas social 
infrastructural facilities will define where Human Development Index would head. Social infrastructure 
would ensure the citizens are healthy, educated and skill enough. The economic development of many 
western nations is evident because of their self-sufficiency in the health and education sector. Human 
development is equally important of infrastructural development to achieve stable economic growth. A 
poor person can be made self-reliant by educating him and by no means of social upliftment program. 
Educated population means less or no poverty and economic growth is in reach. A country with good 
physical infrastructure can fructify the hidden talent and potential of its skilled and educated population.  

1.1 Indian Economy Types 
 Market economy 
 Traditional economy 
 Mixed economy  
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Part of Indian economy is regulated and part is deregulated in few areas. Government is on selling spree 
of its stake in some of PSU’s and PSB’s. It helps them reduce fiscal deficit significantly and unearth the 
true potential of these business entities. The Indian agricultural sector still offers 50% of the employment 
to countrymen whereas service sector employs 1/3rd of its population. But service sector contributes to 
2/3rd of India's output. The FDI laws have been reframed in sick sectors like telecom for their better 
competitiveness. 

1.2 Challenges to Indian Economic Development and Opportunities  
1. The ever disturbing geopolitical situation in the world is the most significant factor that may 

harm the Indian economy. The tension at the border between India-China, India-Pakistan, 
Russia-Ukraine and between US and other gulf nations is keeping economy a tensed one. 

2. A challenge to deal with Covid -19 pandemic and manage its further occurrences so that Indian 
economy remains least affected in short as well as long run. 

3. To keep rate of inflation within comfortable level is another challenge as WPI stood at 13.56% 
in December 2021 whereas CPI was at 7 month high of 6.01% in January 2022. 

4. The continuous reduction in demand by consumers and business customers is evident with sharp 
decline in seeking of new loans and thus restricting further new investments. 

5. Vaccinations of children below 18 years of age of Covid 19 and further restrict the spread of 
corona virus. 

6. To provide combined effect of fiscal policy and monetary policy through increase of spending’s 
and controlling of inflation rates.  

7. The increasing NPA’s of banks making it difficult for them to survive in the times of crisis like 
Covid and others. 

8. The control of rate of unemployment and eradicate poverty while achieving economic growth.  
9. Gaining self-sufficiency in providing of healthcare services and increasing reach of education 

hampered again by covid 19 pandemic. 
10. Indian unorganized sector has suffered worst besides the shaking of micro to medium scale of 

enterprises with back to back setbacks like demonetization, GST and covid 19. 
11. To reduce the gap widened between incomes and wealth of rich and poor because post covid 19 

pandemic. 
12. To maintain the social stability and harmony across different states of the country to invite more 

FDI. 
 
1.3 India's Strengths 

1. Strength of the Indian economy lies in its ability to adapt on its backing by reserves of foreign 
currencies and fiscal and monetary policies. 

2. Indian economy still remains the fastest growing one.  
3. Indian economy has been always groomed by best of policymakers and administrators to reach 

to its state of desire. 
4. Robust Indian IT infrastructure making its contribution to the economy. 
5. India recently achieved a landmark of receiving 3rd country in the world after US and china to 

have most nos. of tech start-ups. Many of them have turned unicorns.  
6. More than 60% of Indian population is falling into youth category is another demographic 

dividend.  
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7. India is known economical labour supply and equipped with a variety of skilled and semiskilled 
human capital. 

8. The population of India is strength in itself if directed with set of objectives it could turn the 
things around in favour of the nation.  

9. Indian stock market has witnessed IPO of 65 companies in calendar year 2021. The trend is 
expected to continue even in year 2022. Altogether these companies raised capital of almost 1.25 
lakh crores. 

II. LITERATURE REVIEW 
Dr. Shubhra Aanand et al. Indian economy has been unified with the global that has been experienced 
in past many times. The accounts like capital one and current are the reasons for their unification. The 
flexible nature of Indian economy because of its adaptability has gained over the best of its 
administrative and policymaking initiatives. It has been able to sustain its tag of one of the fastest 
growing economy in the world. The author tries to figure out impact of many such financial crises over 
Indian economy and the future prospects could be gained out of it.  
Aamir Firoz Shamsi et al. The countries like Japan owning a successful economy besides Germany as 
well as china have reached this feat only because of their collaboration with the neighbouring economies. 
It is presented as one of the successful economic model in the present research paper. The author also 
examines factors to make India a global economic power. The research paper throws light upon means 
to achieve sustainable economic growth. It also highlights the fact that economic potential may diminish 
with troubled relations with the neighbours and it may become come across as biggest hurdle in India’s 
dream of becoming an economic power house of the world. 
 
Mohammad Reza NORUZI et al. The opportunity an economy may receive with the ever increasing 
globalization has been studied in the present research paper. It will lead to better employment rate and 
positive economy. Customers will have access to variety of the products at competitive prices whereas 
organizations can rest assured of uninterrupted supply and demand. On the other hand globalization may 
cause emergences of some threats. It calls for skilled, literate and qualified human capital. It further 
increases competition and calls for innovation. 
  
Rajiv Kumar Bhatt et al. The 1st part of paper deals with economic recession. Next part talks about 
adaptability of Indian economy in such times of crises whereas last part of the research paper focuses 
upon suggestions to deal with such economic situations. It is also seen that India confronted economic 
recession with by pouring of liquidity instead of just relying on financial policy. The author in the end 
suggest that government spending’s should be more on agriculture and infrastructure sectors. 
 
Suraj Walia et al. The author identifies different sectors which were affected because of worldwide 
recession. Globalization has made whole world economy fragile and suscptible to such economic crises. 
The author tries to figure out how Indian economy is suffering because of global economic tremors. At 
least they lead to slowing down of Indian economy if not completely melting it down. 
 
Dr. Amit Kumar Khare et al.  The paper highlights how Indian economy even during global turmoil 
has been able to be on its track. It also point out the need to open FDI path for service infra and aviation 
industry. The step is necessary to accelerate the growth in service as well as manufacturing sector and 
they are backed by 1991 economic reforms and its benefits India had by author. 
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Kalim Siddiqui et al.  The author has studied transition the economies are going through its dynamics 
mainly in reference with the developing economies. Author stresses upon need of job creations that an 
economy shall achieve with the act of FDI and not just mere encouraging of investments. Author also 
tries to examine related practical and conceptual studies. Author also makes economies aware of ill 
effects of capital liberalization and neoliberalism which is making economies of developing nations 
more vulnerable. 
 
K G. Viswanathan et al. Author tells that financial troubles are unavoidable for economies. Author 
also states that after economic recession economies are bound to bounce back. Author compares all the 
past economic recessions with each other and identifies that the Great Depression only was the toughest 
one which has left every country affected of several economic problems. 
 

III. THE STATE OF INDIAN ECONOMY 

India has managed to maintain forex reserve to increase despite economy being under trouble because 
of back to back major economic issues like nationwide lockdown caused of covid 19 pandemic. By 
December’ 2021, Indian forex stood at US $ 633.6 Billion. 

Table 1: Foreign Exchange Reserves (in US $ Billion) 
2018-19 2019-20 2020-21 2021-22* 

412.9 477.8 577 633.6 

 

Fig 1: Indian Economy at a Glance 
 

Indian economy is set to experience V shaped recovery after FY 20 and 21 were the toughest one 
because of covid 19 pandemic. Estimated growth of 9.2% in GDP in year FY 2022 is estimated to 
further reach 8.5% which is itself is promising enough. 

 
Table 2: GDP Growth (in %) 

2019-20 2020-21 2021-22* 2022-23# 
4 -7.3 9.2 8.5 
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Fig 2: GDP Growth 

 
The privatization policy of Indian government will help diminish the rate of growth of fiscal deficit to 
controllable one. It could be witnessed by selling of government stake I Air India, disinvestment of 
LIC in March 2022, proposed privatization of HPCL and PSB’s like IDBI.  

Table 3: Fiscal Deficit (% of GDP) 
2018-19 2019-20 2020-21 2021-22* 

3.4 4.6 9.2 6.8 
 

 
Fig 3: Fiscal Deficit (% of GDP) 

 
There is surge in demand to pre covid level at the industry and may even further see the boost in terms 
of industrial growth. Because of disturbed supply chain in automobile sector and electric 2 wheeler 
segment further growth in industrial sector may also continue in coming years. 

 
Table 4: Industrial Growth (%) 

2018-19 2019-20 2020-21 2021-22* 
5.3 -1.2 -7 11.8 
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Fig 4: Industrial Growth (%) 

The increasing role of Indian service sector has also shown the good recovery post covid nationwide 
lockdowns. In FY22 it is estimated to grow at a rate of 8.2% from -8.4% from its preceding year. 

Table 5: Services (%) 
2018-19 2019-20 2020-21 2021-22* 

7.2 7.2 -8.4 8.2 

 

Fig 5: Services (%) 
 

In balance to achieve economic growth through monetary and economic policy, inflation has been one 
thing which is on the rise. The WPI index has reached to uncomfortable position of double digit. The 
quarter results of many listed companies have shown sharp decline in profit despite growth in revenue. 
It may further lead to rise in inflation. 

Table 6: Inflation in India 

Parameter 2018-19 2019-20 2020-21 2021-22* 
CPI Combined 3.4 4.8 6.6 5.2 
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WPI 4.3 1.7 1.95 12.5 

 

Fig 6: Inflation in India 

Moreover, evolution of India in global competitiveness rank could serve as a booster dose to the Indian 
economy. 

Table 7: Evolution of India’s Ranking In Global Competitiveness  

Year India Rank 
2007-08 48 
2008-09 50 
2009-10 49 
2010-11 51 
2011-12 56 
2012-13 59 
2013-14 60 
2014-15 71 
2015-16 55 
2016-17 63 
2017-18 58 
2018-19 68 
2019-20 43 
2020-21 43 
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Fig 7: Evolution in Global Competiveness Rank since 2007-2008 

India’s global competitiveness rank as shown in data released by world economic forum in 2019 shows 
that India’s rank is sustained by its ever increasing market size, innovation capability and robust 
financial system mainly. The macroeconomic factor of one which is political has also help in taking 
India great leap in global competitiveness rank.   

 

Fig 8: India’s Performance across the 12 Pillars of Global Competitiveness 
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IV. DEVELOPMENT ISSUES OF INDIAN ECONOMY 

1. The per capita income (PPP) of India stood at Rs. 1,35,000 in 2020 whereas China had 5 times 
higher. 

2. Agriculture sector employs more than 50% of its population but its contribution to GDP has 
restricted to 20%. The over dependency of India in generating jobs over Agricultural sector 
shows that Indian economy is still of traditional nature.   

3. Indian population size has reached to 135 cr. It is both boon and issue to an economy as the 
use of such a huge human capital will decide the type of outcome it may give.  

4. To maintain the present level of standard of living can be only achieved with the boost in capital 
formation.  

5. In world inequality report of FY22, it is mentioned the 10% affluent elite class in the country 
own more than 57% of total wealth whereas bottom 50% of the population holds just 13% 
of total wealth. 

 
CONCLUSION 
The research paper takes into consideration the emerging economic problems before India. To discuss 
the same it becomes important to study what type of economy India has and what type of economic 
stance India has taken in recent past. The challenges, opportunities and the strengths of Indian economy 
are studied at length.  
The current state of Indian economy reflects that it is on path of economic success. The factors like 
inflation rate and fiscal deficit are the immediate issues Indian economy faces. The geopolitical 
instability remains perennial economic factor of concern.  Better state of foreign exchange reserve, 
recovery in GDP, Industrial growth rate and service growth rate makes one even more hopeful and 
positive about Indian economy. The better performance of Indian economy is evident with sharp 
increase in rank in global competitiveness of Indian economy. 
The robust economic development, a nation can achieve and sustain with its social development only. 
The human capital development can be acquired through providing of better educational and healthcare 
facilities. Increasing per capita income and bridging the increasing gap between rich and poor divide 
remains challenging though. 
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Abstract 
This is a descriptive study to assess awareness level about Emotional Competence. A survey 
questionnaire was used to collect primary data from 400 MBA students from Pune. Responses were 
measured on a 5-point Likert scale for the two sections. The sample mean was compared against the 
hypothesized population mean of “2” and was tested for statistical significance at 95% confidence 
level. The mean was found to be well below the hypothesized population mean (Mean = 1.30 and 1.27; 
SD = 1.10 and 1.05).The results indicate that the awareness level about Emotional Competence among 
MBA students is significantly lower. 
Keywords: Emotional Competence, Personal Competence, Social Competence. 
 
1.0 Introduction 
 

Emotional competence depicts the capacity of an individual to communicate their own 
emotions with complete freedom, and it is gotten from emotional intelligence, which is the capacity to 
distinguish emotions. Competence is the degree of expertise with which somebody interacts 
constructively with others. This individual emotional competence depends on an individual's 
acknowledgment of individual emotions and how emotions influence others, and it is additionally 
based on the capacity to keep up emotional control and adapt. The individual must be fit for 
understanding their own emotions before they assess the emotions of others. 
 

Another individual aspect of emotional competence is social competence, which alludes to 
empathy towards others. It includes the abilities we should be effective in a work atmosphere and 
relationships. It is critical to utilize viable correspondence and to realize how to oversee conflicts. 
Through emotional competence, individuals can respond to their own emotions and those 
accomplished by others. An individual can react accurately when somebody encounters emotions like 
anger, fear, and pain. Perceiving one's own emotions, opens up the chance of reacting appropriately to 
the emotions that others experience. Without knowing one's own emotions, it is hard to help or feel 
empathy for another. 
 

Given the importance of emotional competence, we decided to survey MBA students to assess 
their awareness level. 
 

The research questions to be addressed are as follows:  
RQ1: Is the awareness level of MBA students regarding Personal Competence significant? 
RQ2: Is the awareness level of MBA students regarding Social Competence significant? 

The term “significant” was operationalized at the mid-point of a 5-point Likert scale at the 
value of “2”. 
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2.0 LITERATURE REVIEW 

The examination by Ikavalko et al. (2020), investigated emotional competence at work and 
explained emotional competence comparable to sociocultural aspects of emotions at work. Emotional 
competence at work was investigated through interviews, surveys, and observations. The investigation 
was directed for more than one year, during which an emotion training intervention was led within a 
medium-sized organization, operating in the medical care area. The investigation shed light on 
emotional competence at work, identifying three domains: individual emotional competence, 
emotional competence within interactions, and emotional competence embedded in workplace 
practices. 
 

Social-emotional competence is a basic factor to focus with universal preventive interventions 
that are led in schools because the construct (a) partners with social, behavioral, and academic 
outcomes that are significant for healthy development; (b) predicts significant life outcomes in 
adulthood; (c) can be improved with possible and cost-effective interventions; and (d) assumes a basic 
job in the behavior change process. This article (Domitrovich et al., 2017) audits this examination and 
what is thought about effective intervention approaches. Given that, an intervention model is proposed 
for how schools should improve the social and emotional learning of students to advance versatility. 
Proposals are likewise offered for how to help the usage of this intervention model at scale. 
 

The advancement of social-emotional competence and execution of social-emotional learning 
programs have expanded considerably in schools; however, little is thought about instructors' 
impression of such programs. This subjective examination (Humphries et al., 2018) investigated youth 
(3 to 8 years of age) instructors' impression of classroom-based social-emotional learning programs 
for young, urban-dwelling children. A focal point of the examination included learning what educators 
accept were the basic segments and difficulties of such programs. Five topics came out of the content 
analysis: responsibility, curricula design, contextual relevance, support, and barriers. 
 

According to Cornell et al. (2017), kids are becoming familiar with social-emotional 
competencies, for example, self-awareness, self-regulation, and social awareness. Sustaining these 
abilities is significant for positive developmental results. In this study, the researchers' layout tools 
which distinguished age proper utilization of kids' adapting language in the early learning setting, the 
development and validation of tools to quantify the coping construct, and its relationship with 
youngsters' anxiety, strengths, and difficulties. This exploratory examination found that support in the 
program helped youngsters' social-emotional competencies. On the whole, the part features how 
social-emotional aptitudes can be evaluated and educated in an early learning setting. 
 

A contextual research gap clearly exists and hence this study was undertaken by surveying 
MBA students in Pune. 

3.0 METHODOLOGY 

The research methodology adopted is outlined below: 
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1. A survey questionnaire was administered to 400 (Bullen, 2016) MBA students. 
2. The selection of the 400 students was based on the judgment of the writer of getting an 

adequate response in a reasonable time. Convenient sampling was used.  
3. The survey questionnaire had two sections – first on Personal competence and second on 

Social competence.  
4. Responses were sought on 5-point Likert-scale.  
5. For assessment of awareness regarding Personal Competence, the scale used was: 0-Not at 

all aware, 1-Little bit aware, 2-Somewhat aware, 3-Well aware, 4-Highly aware. The 10 
sub-questions were: 1 –emotional awareness, 2 –accurate self-assessment, 3 – self-
confidence, 4 – self-control, 5 – trustworthiness, 6 – adaptability, 7 – innovativeness, 8 – 
achievement drive, 9- commitment, and 10 – initiative. 

6. For assessment of awareness regarding Social Competence, the scale used was: 0-Not at 
all aware, 1-Little bit aware, 2-Somewhat aware, 3-Well aware, 4-Highly aware. The 10 
sub-questions were: 1 – empathy, 2 – service orientation, 3 – developing others, 4 – 
leveraging diversity, 5 – political awareness, 6 – influence, 7 – communication, 8 – 
leadership, 9- conflict management, and 10 – building bonds. 

 
 3.1 Statement of Hypothesis 
 

Ho1: MBA student’s awareness of Personal Competence is not significant 
Ha1: MBA student’s awareness of Personal Competence is significant 
 
Ho2: MBA student’s awareness of Social Competence is not significant 
Ha2: MBA student’s awareness of Social Competence is significant 
 
 
Data analysis included descriptive analysis specifying features of the sample and the inferential 

analysis to test the hypothesis. A t-test was used given the fact that the SD of the population is not 
known, in which case, a Z-test could have been applied. The use of a t-test in practice is widely done 
as a substitute for the Z-test wherein the SD of the sample is taken as the SD of the population (given 
unknown population SD). 
 

The survey instrument returned a Cronbach’s alpha of 0.93 that is better than 0.70 (the 
standard) and hence was considered as reliable. 
 

4.0 DATA ANALYSIS 

4.1 Descriptive analysis 
 

244 out of the 400 respondents were male and 156 were female.  In terms of specialization, 
150 students belonged to Marketing, 129 were Finance students, while 64 were from Operations and 
57 were HR students. 
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4.2 Inferential analysis 
 

The null hypothesis was set as the sample mean (x̄) equals the hypothesized population 
mean (μ). The alternate hypotheses were: (Ha1 and Ha2) x̄<2.  
 

Summary of the ratings for awareness regarding Personal Competence are given in Table 1 
below: 
Table 1: Summary of responses for awareness regarding Personal Competence 

Sub-
questions 

1 2 3 4 5 6 7 8 9 10 Total 

Average 
Awareness 

1.34  1.33  1.32  1.30  1.34  1.31  1.29  1.26  1.24  1.25 1.30 

 
Summary of the ratings for awareness regarding Social Competence are given in Table 2 

below: 
Table 2: Summary of responses for awareness regarding Social Competence 

Sub-
questions 

1 2 3 4 5 6 7 8 9 10 Total 

Average 
Awareness 

1.27  1.34  1.28  1.31  1.24  1.25  1.25  1.28  1.26  1.21  1.27 

 
Table 3 shows the testing of the hypothesis at 95% confidence level. 

 
Table 3: Testing of the hypothesis  

Parameter H1 value H2 value 
Sample Mean (x̄) 1.30 1.27 
Hypothesized population mean (μ) 2 2 
SD of sample 1.10 1.05 
n (sample size) 400 400 
t-value=abs((x̄ - μ) / (s/√n)) 12.69 13.90 
p-value =tdist(t,(n-1),1) 0.000 0.000 
Decision Reject Null Reject Null 

 
The null hypothesis was rejected in favor of the alternate that the sample mean is significantly 

different from the hypothesized population mean. 
 

5.0 DISCUSSION AND CONCLUSION 

5.1 Discussion on results 
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The sample mean for awareness about Personal Competence was 1.30 (SD = 1.10) and was 
significantly lower than the midpoint of the awareness scale. Moreover, the sample mean for awareness 
about Social Competence was 1.27 (SD = 1.05) and was significantly lower than the midpoint of the 
awareness scale.  
 
5.2 Conclusion 
 

The research shows that awareness regarding Emotional Competence is significantly lower. As 
MBA students step out of their schools and enter the corporate world emotional competence will be a 
key attribute for their success or failure. It is evident that special efforts must be made to familiarize 
students with Emotional Competence.  
 

As the study was based on sampling, limitations of sampling, in general, apply to it as well. 
Researchers are encouraged to study factors that drive such lower awareness which will add to the 
earlier research.  
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ABSTRACT  

This paper describes the problems may be caused by poor management and organization within the scheme and 

poor technology usage in the agriculture. Latest technology developments have turned present-day unmanned 

systems into realistic alternatives to traditional water supply survey methods. Technological Solution: Flying 

robot suitable for monitoring water leakages to canal system of irrigation. We describe the technical 

requirements for each of these monitoring types and discuss the operational aspects. The selection of a specific 

sensor/platform combination depends critically on the target species and its behavior. The technical 

specifications of unmanned platforms and sensors also need to be selected based on the surrounding conditions 

of a particular project, such as the area of interest, the survey requirements and operational constraints.  

Keywords: Sensors, Remote control, Motor, Electronic speed control, battery, Radio transmitter and receiver.  

  

I. INTRODUCTION  

  

This document is completing as from my winter 2021 distributed research experience as a postgraduate student. 

We will promote the product as per the identified customers and will make sure that sufficient research has been 

done in identifying the needs of the customers. Since, this product will be a unique product in the market, we 

will make sure that customers are satisfied by the facts we present before them, and so we will do the best for 

identifying and presenting the best part of the product. It can   applicable to drip irrigation agriculture farming 

also.  

  

II. BACKGROUND AND LITERATURE REVIEW  

Complexities in water distribution for the use of Agriculture through irrigation canal. effecting in water wastage 

and farmers crises against water distribution authority. The objectives of this project is as under -  

• Identify leakages to canal of water supply.  

• Measure the quantity of water supplied to agriculture farm and actual water received in farm.  

• Billing of water supply at actual water received in farm.  

• Quantify water consumption pattern by farm and by crop.  
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III. METHOD AND MATERIALS  

  

A. About material:  

1) Actuators and motors  

2) Sensors  

3) Software –Python 4) Remote control 5) Frame.  

6) Motor  

7) Electronic Speed Control (ESC) 8) Flight Control Board.  

9) Radio transmitter and receiver.  

10) Propeller (2 clockwise and 2 counter-clockwise)  

11) Battery & Charge  

  
Fig. 1 Agri Drones  
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Fig. 2 Extension of Agri Drones  

B) About method (Agriculture Drone system using GPS): In this device there are eleven content. We intend to 

protect your idea we will apply for provisional patent with prior art and claims to patent and trademarks office 

Govt. of India.  

There is no any competitors for this in market. Technical specifications of this drone is as under a drone is bit 

more complex than the accepted definition of a thing in the IoT. The flying Drones can be considered as IoT. 

Drones are currently used in two standard agricultural applications tracking and distribution.Tracking (and 

subsequent analysis) is used in both plant and livestock agriculture and helps farmers understand the status, 

resources, and productivity of their farms. Distribution using drones involves physically moving resources across 

a farm, including spreading agricultural chemicals such as leakage of cannal water. The Agriculture Wonder 

Drone System is designed by making use of GPS where the automatically controlled drone based on aerial leakage 

of water cannel. Where the drone was behaved at required altitude, and then it is switch to altitude hold mode, 

which maintains the same altitude until it is switched back.  

  

IV. MARKET AND SALES ANALYSIS  

  

We have already developed device which has been published in IPR gazette of Govt. of India and     team of 

researchers and students whom have experience of research projects and execution, implementation experience.  

Our team capacities:  

Sales: For sales we will contact irrigation department of government also for farmer’s community.   

Marketing: we will go for digital marketing as well as agricultural exhibition, news and media.  

Operations: For development and implementation we have microcontroller development expert in industry and 

required peripherals we will import and assemble and also for software development we have MCA students and 

Alumni who will work on this project.  

Technical Knowledge: In case of technical knowledge we will ask to incubation support and also industry experts 

for more technical details.  

Finance: we are in process of searching the funding agency or interested business or startup who can help is for 

raising funds for developing this device.  

  

V. GENERATE PYTHON-PACKAGE AND PYTHON-CODE  

  

Setting Up the Path for Windows:  

Assuming you have installed python in c:\Program Files\python\python32-37 Right-click 

on 'My Computer' and select 'Properties'.   

Click the 'Environment variables' button under the 'Advanced' tab.   

Now, alter the 'Path' variable so that it also contains the path to the python executable.  

 Example, if the path is currently set to 'C:\WINDOWS\SYSTEM32', then change your path to read 

'C:\WINDOWS\SYSTEM32; c:\Program Files\python\python32-37  

If you use bash as your shell, then you would add the following line to the end of your '.bashrc: export 

PATH=/path/to/python:$PATH' Program:  
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Fig.  3 Output: welcome Agridrone  

  

VI. RESULT  

  

The idea of execution is simple. A risk involved is mainly with the trust of customers. Flying Drone will designed 

and operationalized. Break-even point –No Loss no Profit –complete for social cause for initial 2 years.  

After 2 years based on utility it has been estimated on 10% on manufacturing cost  

For 1 flying Drone cost approx. 557000/- and initial we will develop one drone as a pilot project. Rs.500000/- (Rs. 

Five Lakh only) required from Funding agency/Incubation center as a support seed money. Balance fund will 

raise aprox.Rs.57000/- we will ask to other service providers and industry/business partners/vendors who are 

interested to contribute social as well funding agencies.  

Below support required from incubator center apart from funds, Mentoring, Technical support for development, 

Government permissions, Peripherals space, IP protection.  

Sr.  Particulars  Ist Year(Rs.)  2nd Year(Rs.)  Total(Rs.)  

1  Drone peripherals  100000  100000  200000  

2  Survey  5000  5000  10000  

3  Assembly  25000  25000  50000  

4  Legal permission   0  5000  5000  

5  Software  25000  0  25000  

6  Salaries:                                    70000  70000  140000  

7  Supporting Technical Staff     60000  1000  61000  

8  Expert  25000  25000  50000  

9  Books  2000  2000  4000  

10  Travel   5000  5000  10000  
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11  Other staff, if any                    1000  1000  2000  

 Total->  318000  239000  557000  

Table 1 Estimation  

VII. CONCLUSIONS  

  

Our device is very important to our country and Government also because it has various techniques to handle 

their work. It has complex structure and Lightweight size. The device has been successfully Carry required work 

of area of fix customer problems. With the help of IoT they can access all information. In this manuscript 

different types of system useful for Agriculture wonder drone system using electronic speed-controller and 

Agriculture drone system using GPS were discussed. Mainly the paper focused on selection of best compatible 

design for Drone system for Agriculture purpose. Some of the exiting implementation was discussed with their 

advantages and disadvantages. In line to this the experimentation and expected result also discussed for further 

implementation.  
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ABSTRACT  

Digital Transformation and scientific computing will help to address some of the challenges in 

computational chemistry and process systems particularly computational tasks that scale 

exponentially with various computational problems from chemistry domain. To design 

Knowledge Management ( KM) base therefore has a lot to offer to a chemistry lab. Our main 

purpose is to identify computational problems of high priority to progress in chemical 

knowledge management initiatives that should be undertaken with support provided in the 

development of open source ICT tools for the computational chemistry domain. This paper 

presents algorithms, software development and computational complexity analysis for 

problems arising in the Computational Chemistry domain.  

This assembled information on problem spaces, algorithmic solution and corresponding ICT 

implementation will be valuable resource to those charged for sharing, reusing, creating and 

researching new theories, principles in computational chemistry. This paper also insight the 

mapping of solution, problem and implementation spaces with interrelated attributes which will 

help to the chemical and related scientific research and software development community.  

Keywords:  Information  Communication  Technology  (ICT),  Knowledge  

Management(KM),Computational Chemistry(CC), problem space.  

I. COMPUTATIONS IN COMPUTATIONAL CHEMISTRY  

Use of methodical approximation and computer programs to obtain results relative to chemical 

problems. Computational chemistry is simply the application of chemical, mathematical and 

computing skills to the solution of interesting chemical problems. It uses computers to generate 

information such as properties of molecules and/or simulated experimental results. Some 

common computer software used for computational chemistry includes MATLAB, Nlopt , 

TINKER , Gaussian etc.(8). Also computational chemistry is based on an approximations and 

assumptions. Computational Chemistry Calculate Energy, Structure, and Properties. 

Computations of this type are derived directly from theoretical principles, with no inclusion of 

experimental data. Mathematical approximations are usually a simple functional form for an 

approximate solution to a differential equation. A mathematical method that is sufficiently well 

developed that it can be automated for implementation on a computer.   

  
The input data for these computational problems are laboratory experiments, where few lead 

compounds were recognized. The problem is to produce new laboratory experiments that will 

rush the likelihood of discovering new, more influential compounds/substances. In order to do 
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so we have to solve inverse problems based on specific indices. One wants several solutions 

for the inverse problem that are as diverse (i.e. different chemical structure) as possible. Based 

on them, a new combinatorial library is created, and new lead compounds are discovered. (1).  

WHAT CAN COMPUTE IN CHEMISTRY?  

1. Electronic structure determinations   

2. Geometry optimizations   

3. Frequency calculations   

4. Electrostatic potential  

5. Enthalpies of formation  

6. Orbital energy levels   

7. Ionization energy   

8. Reaction path   

9. Reaction rate  

10. Thermodynamic calculations- heat of reactions, energy of activation   

11. calculation of electron and charge distributions   

12. Molecular geometry   

II. PROBLEM SPACES IN COMPUTATIONAL CHEMISTRY  

The problem space, which corresponds to well-defined computational problems, is the center 

of the computational chemistry problems in research domain.  

Storing and searching for data on chemical entities. Identifying correlations between chemical 

structures and properties. Electronic structure determinations and geometry optimizations. 

Frequency calculations, transition structures and protein calculations. Computing electron and 

charge distributions. The prediction of the molecular structure of molecules by the use of the 

simulation of forces to find stationary points on the energy surface as the position of the nuclei 

is varied.  

Thermodynamic calculations involving heat of reactions and energy of activation  

Sr.No.  Types of calculations  Problems Spaces  

1  Molecular Geometry  1.  What is the energy for a given geometry?  

  2.  How does energy vary when geometry changes?  

  3.  Which geometries are stable?  

  4.  How does energy change w/r external perturbation?  

2  Reaction Mechanism  

  

1.  How to represent chemical reactions using balanced 

chemical equations?  

  2.  How to calculate the quantities of material involved in a 

chemical reaction?  

  3.  The original reactants must contain atoms of which  

    element?  
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3  Determination  of  
Energies  

Bond  1.  Fin energy needed to break one mole of the bond to give 

separated atoms.  

   2.  Finding enthalpy changes of reaction from bond 

enthalpies  

   3.  Detect state of Bond Breakage and Formation  

4  Quantum Mechanics   1.  What is mathematical description of the behavior of 

electrons  

   2.  Computing electrostatic properties  

   3.  What is attraction of electrons to nuclei  

Table No.1 –Identified Problem Spaces and corresponding computations   

III. CHALLENGES IN COMPUTATIONAL CHEMISTRY DOMAIN  

• Invent new algorithms to globally optimize at the worldwide level the use of raw 

materials, energy, and environmental impact of chemical processes.  

• Develop computer methods that will accurately predict the properties of unknown 

compounds.  

• Develop reliable computer methods to calculate the detailed pathways by which 

reactions occur in both ground states and excited states, taking full account of molecular 

dynamics as well as quantum and statistical mechanics(8)  

• Devise experimental tests to establish the reliability of new theoretical treatments.  

• Invent new computer tools and logistics methods to reduce significantly the time needed 

for commercializing new drugs.  

• Develop new and powerful computational methods, applicable from the atomic and 

molecular level to the chemical process and enterprise level that will enable multiscale 

optimization.  

IV. ALGORITHMIC SOLUTIONS FOR COMPUTATIONAL PROBLEMS IN CHEMISTRY  

Important features of algorithms are fitness, definiteness, input, output and effectiveness  

Finiteness -it must terminate after finite number of steps.  

 Definiteness -It must have each and every step of procedure to be precisely defined.  

 Input/output- Algorithm must communicate to the environment in which it operate  

 Effectiveness - Algorithms must be practical .i.e. must be capable of 

implementation  

 Degree of goodness -algorithms is of its speed of execution/generates correct result  

Faster and cheaper computers will extend the range of high-level methods .To begins; we must 

understand that programs and algorithms are not the same thing. We prove theorems and 

analyze algorithms, not their implementations.  

Algorithmic understanding is defined as the ability to match up or recall an appropriate 

mathematical formula and a Strategy to compute a numerical answer (5) .We begin with an 

overview of the algorithm.   
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The entire computational chemistry problems are solved with the help of algorithmic solutions. 

Some of these solutions are very crude and others are expected to be more accurate than any 

experiment that has yet been conducted. There are several implications of this situation.  

Computational chemistry end-users require knowledge of each algorithm being used and how 

accurate the results are expected to be.  

  

Following are the list of computational chemistry algorithms identified and used for solving 

various computational problems. Some of algorithms are implemented with the help of ICT 

tools.  

Sr 

No  

Computational  
Chemistry  
Algorithm  SrNo  

Computational  
Chemistry  
Algorithm  SrNo  

Computational  
Chemistry  
Algorithm  Sr No  

Computation 

al Chemistry 

Algorithm  

1  
ab  initio  

Algorithm  35  
EMBED  
Algorithm  69  

Molecular  
Recognition and  
Docking  
Algorithms  103  

Simple Left to 

Right  (SLR) 

backtracking 

algorithm  

2  

Accelerated  
Random Search  
(ARS)  
Algorithm  36  

Euclidean 

Algorithm  70  
Monte  Carlo  

Algorithm  104  
SKETCH  
Algorithm  

 

3  ACRB algorithm  37  

Fletcher±Powell 

( FP) Algorithm  
71  

Morgan Algorith 

m  
105  

SMILES2 

Algorithm  
 

4  

ACRN  
Algorithm  

38  

Floyd’s  
Algorithm  

72  

Morgan's 

Algorithm  
106  

Smolyak's 

Algorithm  
 

5  

Adaptive  
Substituent 
Reordering  
Algorithm  
(ASRA)  39  

Floyd-Warshall 

Algorithm  73  MTL Algorithm  107  

Solovay- 
Kitaev  
Algorithm  

 

6  AHM Algorithm  40  

Fruchterman and  
Reingold  
Algorithm  74  

Nelder-Mead  
(NM) Algorithm  108  

Spearman  
Kendall  
Algorithm  

or  

7  
Arvis-Patrick 

Algorithm  41  Gear Algorithm  75  NEO Algorithm  109  

Steepest   
Decent   
Algorithms  

 

8  ASD Algorithm  42  
Genetic  
Algorithms  76  

Nesbet's  

Algorithm  110  

Stochastic  
Simulation  
Algorithm  
(SSA)  
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9  
Beeman's 

Algorithm  43  Gillespie Algorithm  77  

Netwton- 
Raphson  
Algorithm  111  

Strassen 

Algorithm  

10  Berny Algorithm  44  

Google's  
PageRank  
Algorithm  78  

NiceGraph 

Algorithm  112  

Support Vetor  
Machines(SV 
M) Algorithm  

11  

 Black  Box  
Algorithms  

45  

GOTS  
Algorithm  

79  NLP Algorithm  113  

SVM  
Algorithm  

12  BLTF Algorithm  46  

GPLHR  
Algorithm  

80  

NOMAGIC  
Algorithm  

114  

SYMMLQ  
Algorithm  

13  

Branch-and- 
Bound   
Algorithm  47  

Graph-theoretic 

Algorithm  81  
NOVA  
Algorithm  115  

Tarjan  
Algorithm  

14  
Bron-Kerbosh 

Algorithm  48  Grover’s Algorithm  82  

Numerical  
Advection  
Algorithm  116  

Tau-leap 

Algorithm  

15  

Bucket  
Evaluations (BE)  
Algorithm  49  

HPVK  
Algorithms  83  Opentox Algorithm  117  

Teepest  
Decent  
Algorithm  

16  
CABASS  
Algorithm  50  

 Hybrid  genetic  
Algorithm  
(HGA)  84  Parareal Algorithm  118  

Tensor  
Algebra  
Algorithm  

17  
CANON  
Algorithm  51  IRC Algorithm  85  

Optimal  
Damping  
Algorithm(ODA)  119  TG Algorithm  

18  

Cauchy's Steepst  
Descent  
Algorithm  52  

Jaguar  
Algorithm  86  PCT Algorithm  120  

Thomas 

Algorithm  

19  

CHAIN  
Algorithm  

53  

Jarvis-Patrick 

Algorithm  
87  

Polak±Ribiere 

Algorithm  
121  

TNKMS  
Algorithm  

20  

Chameleon 

Algorithm  
54  KP Algorithm  88  PSO Algorithm  122  

Tree  
Algorithm  

21  
CLIQUE  
Algorithm  55  

KvasnickaPospichal's  
Algorithm  

89  
Python  
Algorithm  123  

Trotter-Suzuki 

Algorithms  

22  

Common  
Subexpression  
Elimination  
(CSE)   
Algorithm  56  Lancsoz Algorithm  90  QSSA Algorithm  124  

TruncatedNewton  
Algorithm  

23  

Conjugate gradient 

Algorithm  

57  Lanczos Algorithm  91  
Quantum 

Algorithm  125  

Tversky search 

Algorithm  

24  
 Coulomb  hole  
Algorithm  58  Lazar Algorithm  92  

Quantum phase 

estimation (QPE) 

Algorith  126  
Tweaking 

Algorithm  
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25  

Crank-Nicolson 

Algorithm  
59  

Leader  
Algorithm  

93  

quasi-decision 

Algorithm  
127  

UCK  
Algorithm  

26  

Davidson 

Algorithm  
60  

Levenberg- 
Marquardt   94  

quasi-Newton 

Algorithms  
128  

Ullman's 

Algorithm  

   Algorithm      

27  
De  Novo  

Algorithms  61  

LevenbergMarquardt 

minimization 

Algorithm  

95  
Quasi-optimal 

Algorith  129  

Universal  
Chemical Key  
(UCK)  
Algorithm  

28  

Dijkstra 

Algorithm  
62  

Mass correction 

Algorithm  
96  

Random  forest  
Algorithm  

130  

verlet  
Algorithm  

29  

Distancegeometry 

Algorithms  

63  McLean Algorithm  97  RASP Algorithm  131  

Vertical  
Mixing  
Algorithms  

30  DIIS Algorithm  64  
MD5  message  

digest Algorithm  98  

Reciprocal 

nearest-neighbor  
(RNN)  
Algorithm  

132  

Winograd and  
Strassen's  
Algorithm  

31  DNG Algorithm  65  
Metaheuristic 

Algorithm  99  

Sequential  
Minimal  
Optimization 

(SMO) 

mining 

Algorithm  data  133  
Winograd's 

Algorithm  

32  Eades Algorithm  66  

Metropolis 

Algorithm  
100  

Roothaan 

Algorithm  
 

    

33  
Elbert's  
Algorithm  67  

MH  sampling  
Algorithm.  101  

SHAKE  
RATTLE  
Algorithm  

and  

    

34  
Ellipsoid 

Algorithm  68  

Modified 

GramSchmidt  
Algorithm  
(MGS)  

102  
SHAVITT  
Algorithm  CR       

Table No.2  List of Algorithms used in Computational Chemistry domain  

Following are some properties of computational chemistry algorithms -  
Sr.No.  Computational  

Problem Category  
Algorithmic Solution  Properties of Algorithm  

1  Chemical Reactivity  ab initio Algorithm  1.  Chemical Reactivity  

    2.  Valance Calculation  

   3.  Total Energy Calculations  

2  Reaction Mechanism  ACRB algorithm  1.  chemical Reaction Balancing  

   2.  To Know interlocked relations among 

the coefficients of elements in the 

reaction functions  

3  Geometry optimization  Berny Algorithm  1.  Rational function optimization  
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   2.  Finding transition structure using the 

single-ended methods  

4  Chemical Modeling  NOVA Algorithm  1.  Molecular Fragmentation in Quantum 

Chemical Calculations  

   2.  Chemical reaction simulation  

   3.  Chemical compound modelling  

Table No.3 Computational Problem space and corresponding algorithmic solutions 

V. ICT IMPLEMENTATIONS OF ALGORITHMIC SOLUTION OF COMPUTATIONAL 

PROBLEMS OF CHEMISTRY  

There are new potential applications from software and Internet-based computing. Many 

computational chemistry techniques are extremely computer-intensive. Depending on the type 

of calculation desired, it could take anywhere from seconds to weeks to do a single calculation. 

There are many calculations, such as ab initio analysis of biomolecules that cannot be done on 

the largest computers in existence. Likewise, calculations can take very large amounts of 

computer memory and hard disk space. In order to complete work in a reasonable amount of 

time, it is necessary to understand what factors contribute to the computer resource 

requirements. Ideally, the user should be able to predict in advance how much computing power 

will be needed.(8).  

The demand for software development may increase as chemistry and chemical engineering 

move to new areas in which there are no standard software packages. For Internet-based 

computing an exciting possibility will be to share more readily new software developments 

directly from the developers, bypassing the commercial software vendors. Another area of 

sharing leading to powerful new computational opportunities in the chemical sciences is the 

use of peer-to-peer computing in the form of sharing unused cycles on small computers. The 

description of the advantages and limitations of each software package is again a generalization 

for which there are bound to be exceptions. Some software packages can be run on a networked 

cluster of workstations as though they were a multiple-processor machine. However, the speed 

of data transfer across a network is not as fast as the speed of data transfer between them.  

The researcher is advised to carefully consider the research task at hand and what program will 

work best in addressing it. Both software vendors and colleagues doing similar work can 

provide useful suggestions. Today, advances in software have produced programs that are 

easily used by any chemist.  
Sr.No.  Algorithm  ICT Tool  ICT Tool Properties  

1  ab initio Algorithm  Nlopt 2.4.2  Unix  

Open Source  

Fortran  

2  Beeman's Algorithm  TINKER 2.0  DOS  

Open Source  

Fortran77  

3  Berny Algorithm  Gaussian 3.0  Windows  

Open Source  

C  
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4  NOVA Algorithm  YASARA  Linux  

Open Source  

Android  

Table No.4 Computational Chemistry algorithms-ICT implementation software’s and software 

properties  

There is a big difference in the software packages available for performing these computations. 

The most complex software packages require an input specifying many details of the 

computation and may require the use of multiple Input and executable programs.   

 The most user-friendly software packages require little more work than a molecular mechanics 

calculation. The price for this ease of use is that the program uses many defaults, which may 

not be the most appropriate for the needs of a given research project.  

VI. HOLISTIC ANALYSIS  
SrNo  Computationa 

l  Problem  
Category  

Problem 

Spaces  
 Algorithmic 

Solution  
ICT  
Implementation  

ICT Tool Properties  

1  Reaction 

Mechanism  
chemical 
Reaction  
Balancing  

 ACRB algorithm  MATLAB  Em 

piri 

cal  

trial-

anderror  
Unix  

2  Chemical 

Reactivity  
Valance  
Calculation  

 

ab initio Algorithm  Nlopt 2.4.2  ope 

nsou 

rce  

Fortran  Unix  

3  Molecular 

Simulation  
designed 

allow 

numbers  
particles 

simulations 

molecular 

dynamics  

to 

high 

of 

in 

of  

Beeman's 

Algorithm  
TINKER 2.0  ope 

nsou 

rce  

Fortran77  DOS  

4  Geometry 

optimization  
identify  linear 

connection  
between gradient 

 and  
coordinate 

changes  

Berny Algorithm  Gaussian 3.0  ope 

nsou 

rce  

  Windows  

5  Chemical 

Modeling  
Studying 

 the 

macroscopic and 

experimental 

influences 

 on 

microscopic 

structure  
chemical  

kinetics  and  
thermal 

decomposition  

NOVA Algorithm  YASARA  ope 

nsou 

rce  

Android  Linux  

  

Advances in scientific computing will help to address some of the challenges in computational 

chemistry and process systems engineering, particularly computational tasks that scale 

exponentially with size. While single-threaded execution speed is important and needed, 

coordination of multiple instruction multiple data (MIMD) computer systems is rapidly 
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becoming the major challenge in scientific computing. The optimal parallel organization is 

application dependent: synchronous systems execute multiple elementary tasks per clock cycle 

while asynchronous models use clusters, vector units, or hyper cubes. On the positive side, 

parallel computing is becoming almost routine as individual researchers, groups, universities, 

and companies embrace low-cost cluster parallel computers made from commodity off-the-

shelf processors and network interconnects. From a computational science point of view, 

however, this multiplies the complexity of delivering higher performance computational tools 

to practicing researchers. Even when the number of parallel supercomputer vendors peaked in 

the mid-1990s, the number of manufacturers, processors, and network architectures was limited 

to a handful of such systems; by contrast, the number of possible cluster configurations is 

enormous.  

Holistic Analysis of Problem spaces corresponding algorithmic solution and ICT 

Implementation.  

Table No.5 –Holistic analysis of CC Problems, Algorithms and ICT software with their 

properties  

This study may helpful for changing the nature of computational chemistry software 

development.  

We have to stop learning how to make molecules or materials. There’s plenty more to do in the 

area, even without considering flow chemistry, cascade reactions, and other such dynamic 

synthetic strategies (10).  

VII. BENEFITS OF STUDY  

1. Computational chemistry has become a useful way to investigate materials that are too 

difficult to find or too expensive to purchase.  

2. It also helps chemistry end-users for make predictions before running the actual 

experiments so that they can be better prepared for making observations.   

VIII. CONCLUSION  

Computational chemistry and process systems engineering play a major role in providing new 

understanding and development of computational procedures for the simulation, design, and 

operation of systems ranging from atoms and molecules to industrial-scale processes. 

Knowledge management (KM) aims to maximize efficiency, nurture creativity, and even 

enhance coincidence in computational chemistry.  

The applications of standard software engineering methods like automatic code generation, 

simplified the code, reduce the development, testing and debugging time. These are may be the 

challenge’s to specific development of computational chemistry software. It is now so easy to 

do computational chemistry that calculations can be performed with the knowledge of the 

underlying principles. As a result, many people do not understand even the most basic concepts 

involved in a calculation. To date, the field has neither sufficient tools nor enough trained 

people to pursue computational chemistry and chemical engineering across all these scales. The 

field will qualitatively change—in new insights, in what experiments are done and how 

chemical products and processes are designed—when this is achievable.  
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ABSTRACT:   

Digital Transformation in Indian agriculture and agricultural applications should follow the 

roots of the plants. As technology developers look forward to 2022 and beyond, we get through 

a few ag-tech companies to gain an understanding of the trends that shape mobile app 

development to transform agriculture. We need to address key structural challenges, such as 

lack of infrastructure, technology and funding, and the acceptance of digital technologies as 

these services will be available on mobile phones, applications and the web. There is a basic 

need for a successful re-establishment of existing agricultural farming systems, combined with 

new technological advances. Developing new technologies to strengthen Indian agricultural 

research and production is greatest significant requirements for agricultural growth .In order to 

recover from economic crisis, natural disasters, Indian farmers are increasingly adopting smart 

farming technologies such as Farming-as-a-Service (FaaS), Food-as-Service (FaaS), 

Agriculture Drone-as-a-Service (DaaS), Euipment-asService (EaaS) and Software-as-a-

Service (SaaS) models of the Sustainable Agricultural Center to address emerging issues. There 

is poor access to the agricultural software system available to all agricultural stakeholders and 

no separate software system has all the FaaS available in one place. In this paper the researcher 

focuses on the importance of developing new farming practices - such as Services. As a 

technical solution for all agricultural stakeholders such as farmers, beginners, Farmepreneurs, 

governments, agribusinesses, machinery suppliers, agronomists and IT dealers etc.  

Keywords: Farming-as-a-Service (FaaS) , Food-as-a-Service (FaaS), Agriculture Drone-asa-

Service (DaaS), Equipment-as-a-Service (EaaS), Software-as-a-Service (SaaS)   

1. INTRODUCTION  

India is primarily regarded as a nation where agriculture and related programs are considered 

to be the core source of living for more than 80 percent of the population. The portion of 

agriculture in GDP (GDP) has reached about 20 percent by 2021 due to the stronghold of 

farming communities among the current diversity. The agricultural domain has been the only 

one contributing to the positive growth in recent times and the constant provision of basic 

services has helped to provide food security to Indians and citizens of the world. Agriculture is 

a livelihood, there is a basic need for the re-establishment of the best farming practices, 

combined with new technological advances in this sector to ensure sustainability and eliminate 

scarcity and hunger. Promoting new technologies to strengthen Indian agricultural research and 

production is greatest important requirements for a sustainable agricultural system. To ensure 

efficiency, productivity, quality, capacity and continuous supply of basic inputs, Indian farmers 

are increasingly adopting smart farming technologies using drones and robots. Subsequently 

with the launch of Farming-as-a-Service (FaaS), various models were developed to develop a 

sustainable eco-system to address emerging issues in the sector. Awareness, accessibility and 

access to infrastructure, strong and soft resources for most Indian farmers to date are rare and 

very serious and there is a great need to present and disseminate ideas, ideas, lessons and 
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research on agricultural use. 4.0 focus on knowledge and technologies that enable farming 

methods. In this chapter the authors focus on introducing appropriate technological resources 

that will ensure economic sustainability, enhance food security through data-driven decision 

making by various stakeholders such as farmers, agribusinesses and agricultural startups, farm 

entrepreneurs, government and nongovernment. agencies, equipment suppliers, agronomists, 

forestry IT professionals and retailers. The analyzed information will be used by farmers as a 

good opportunity to choose the right farming methods to help produce, empower workers to 

provide timely assistance, and industries to use real-time monitoring using sensors and 

equipment. The chapter will help to build concepts, methods, processes, benefits and introduce 

a few scenarios for successfully deploying a farming service approach that will incorporate a 

payment model as you travel ensures cost-effectiveness and ease of operation.  

2. AGRICULTURE ECOSYSTEM  

The natural ecosystem typically makes up thousands of species of living things and therefore a 

particular combination in their functioning. In contrast, the agricultural ecosystem is relatively 

competitive and human-controlled. The agricultural ecosystem is an enduring managed 

ecosystem, often producing crops and animal feed. Agricultural ecosystems are man-made, and 

are based on experimentation and performance. A. ecosystem practices within agricultural 

schemes can deliver services that support the facility of services, including fertilization, pest 

control, genetic diversity for upcoming agricultural use, soil conservation, soil fertility control 

and cycling nutrients. So agriculture produces more than just crops and food. Agricultural 

processes have an environmental impact that affects a variety of ecosystem services, 

comprising water quality, carbon dioxide, pollination, nutrient circulation, soil conservation, 

and biodiversity conservation etc.  

3. AGRICULTURE ECOSYSTEM SERVICES  

Agriculture shows an significant role in all human life. Agriculture is the pillar of India's 

economic system. In addition to providing food and agricultural products, agriculture also 

provides employment opportunities for the massive majority of the population. Agriculture is 

important to people because it accomplishes the basic dietary need. It helps people to grow the 

most suitable food plants and to reproduce suitable animals according to natural features. It 

also helps people to know how to use the land effectively to prevent disasters. A diversity of 

agriculture provides people with food and textiles, firewood for living and fuel, plants and tree 

roots, as well as natural oil and livelihood products. With a disciplined and regulated 

ecosystem, agriculture shows a significant role in providing and challenging other ecosystem 

resources. Agriculture provides all five main groups of ecosystem services - Agricultural 

Services, Provisioning Services, Cultural Services, Management Services, Support Services 

while also emphasizing support services that allow it to establish. Ecosystem processes of 

ecosystem services that directly and/or indirectly advantage people and social well-being. The 

services of the agricultural ecosystem are to benefit people to have access to adequate food and 

water, human health and well-being depending on these services and the environment from the 

environment. The ecosystem has many species that cooperate with each other. They are all 

important parts of the ecosystem.  

4. CLASSIFICATION OF AGRICULTURE ECOSYSTEM SERVICES  

Ecosystem resources from agriculture include water management, climate systems and cultural 

services, and advanced support services. Agriculture is an significant engine in the Indian 
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economy. It supports the livelihoods of large numbers of people across the country and is 

essential for rural development and poverty alleviation, as well as food and other agricultural 

products. A major contest for the agricultural sector is access to adequate agricultural, 

agricultural and productive food to meet human needs; conserving biodiversity and utilizing 

natural resources and refining human health and well-being. The improved demand for food 

and food crops requires careful management of biodiversity and agricultural systems to confirm 

ecological health and ecosystem services that produce more productivity and less land. The 

ecosystem will establish wildlife habitats and unique land cover on farms. Ecosystem 

experience has shown that agricultural management and environmental management systems 

are an investment for farmers. Benefits and rewards of promoting agricultural development and 

the implementation of sustainable food production systems. Table No.1:  Integration of 

Agriculture Ecosystem and Services provided  

Types of 

ecosystem   

à  

Agro-ecosystem  Agro-forestry  Canal/Tank 

ecosystem  
climate regulation  

Types  of  
Services     

¯  

Farming 

Services  
Farming-as-a-  
Service(FaaS)  

Machinery-as-aService(MaaS)  Food-as-a- 
Service(FaaS)  

Robot-as-a- 
Service(RaaS)  

Provisionin

g Services  
Food, medical 

plants,fiber, bioenergy,  
Food, timber,Medical 

plants,Fiber  
silt  
collection,Foo

d, fiber and  

timber, medicinal 

plants,Fish, 

firewood,fodder  

Cultural 

services  
Agro- 
tourism,aesthetic,landsc

a pes  

Cultural and amenity  Festivals and 

other 

recreational  

Ecotourism  

Regulating 

services  
Soil conservation,Air 

quality and climate 

regulation  

Carbon 

sequestration,biodrainage,natur

al hazard regulation,air quality  

Ground water 

recharge,Soil 

and water 

conservation, 

flood control, 

surface   

Carbon  
sequestration, 

waste assimilation, 

nutrient  
recycling,protectio

n 
, shore-line 

protection  

Supporting 

services  
Biodiversity 

conservation,soil 

enrichment,wildlife 

habitat,soil fertility  

Biodiversity conservation, 

nutrient cycling  
Cropping 

diversity  
Fish breeding 

nursery (ground)  

Source: Compiled from seminar proceedings of ICAR-National Institute of Agricultural 

Economics and Policy Research  

India has the second largest population in the world and is considered the world's largest 

diversity of climates. In the past, agriculture was widely regarded as the leading basis of 

revenue for the unemployed in rural areas, as a result of which donations from the agricultural 

sector were overlooked and regarded as a small technology industry that could not afford to 

contribute significantly to the economy and development. . So many people in agriculture are 

forced to move to nearby cities in pursuit of work. Farmers who have the heart and the heart of 
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the economy are now struggling throughout India to sell their product at affordable prices. They 

work day and night to cultivate fine plants, but they often go to bed empty-handed.  

The fact is that the Indian Agricultural Industry contributes 13.7% to GDP. It provides food to 

1.30 Billion people and is the seventh major exporter of agricultural food in the world. 

Currently more than 52% of Indians are involved in agriculture.  

There are many reasons for Farmer’s financial distress. Some of them are as under-  

1. Repeated crop failures  

2. Lack of access to insurance credit system  

3. Poor government support  

4. Poor food security  

5. Poor technology available for agriculture sector  

6. Lack of availability of irrigation water  

7. Unfavorable climatic conditions  

8. Lack of transparency in supply chain  

9. Inadequate and poorly distributed rainfall  

10. Frequent crop failures  

Due to the above problems there are growing pressures from climate change, soil erosion and 

loss of biodiversity, pests and diseases as well as consumer fluctuations in food and concerns 

about how they are produced. Although modern agriculture offers many technological 

solutions, the result is not always the same because each farm is different: different location, 

soil, existing technology and potential production.  

Responses to major global changes such as population growth, changes in eating habits, and 

climate change. It is important for decision-makers to understand the possible trade-offs 

between these goals in order to achieve equity and environmental impact. On the other hand in 

India the ancient farm practices are based on the values of sustainability, innovative farmers, 

hard workers and entrepreneurs. We as Indians need a change in our way of thinking and 

thinking about agricultural transformation and consider the great challenges of the 21st century 

by: Innovation & Technology in agriculture  

1. Employment Generation  

2. Sustaining food  

3. Nutrition security  

4. Mitigation of climate change  

5. Sustainable use of critical resources - water, energy and land.   

All of these challenges underscore the need for a new agricultural vision as we move forward 

in the 21st century.  

The paradigm shift should start by altering the mindset of policymakers from shifting 

productivity to focusing on sustainability. Dissimilar the green revolution, the technology 

bundle under agro-ecology couldn’t be the same. Each farm is different. Therefore, farmers 



Journal of Kavikulaguru Kalidas Sanskrit University, Ramtek  ISSN - 2277-7067  

'kks/klfagrk Peer Reviewed/Refereed & UGC Care Listed Journal  Vol. IX – Issue I, January 

2022  

(78)  

should be uncovered to certain basic agro-ecology principles and simple strategies, and then be 

left free to explore, develop and apply what is relevant to local conditions.  

Changing the view that this sign is simple, but basic. If we are interested in development, and 

if we acknowledge that development is about change, let us not worry too much about the 

provision of new information and technologies from research and instead focus on the 

conditions necessary to seek and use information to bring about that change. There are now a 

number of programs that are part of agricultural development, many of which highlight their 

use of innovation, so it is not possible to list them all here.  

  

6. AGRICULTURE 4.0  

Agriculture 4.0 is a term for the succeeding major trends facing the agricultural industry, which 

include a strong focus on accurate agriculture, internet of things (IoT) and big data use to drive 

greater business success in the aspect of population growth and climate change.  

Agriculture 4.0 is the term for the succeeding key trends facing the industry, which include a 

strong focus on accurate agriculture, Internet of Things (IoT) and big data use to sustain greater 

business success in the face of population growth and climate change.  

In 2018, the World Government Summit published their testimony entitled Agriculture 4.0 - 

The Future of Agricultural Technology, in collaboration with Oliver Wyman. The report 

discourses four key developments that put pressure on agriculture in the  upcoming: Population 

census, Lack of natural resources, Climate change, and food insecurity. The term "Agriculture 

4.0" has entered public awareness.  

Table No.2 : Agriculture 4.0 service’s  
Technology Type  Category of 

Service  
 Device/System   Use Case  

  

Internet  
Things (IoT)  

of  • FaaS  

• ADaaS  

• EaaS  

• RaaS  

• MaaS  

 • Drone  

• Robot   

• Autonomous tractor  

• Sensors  

• pH probe  

• Capacitance 

hygrometer  

•  

•  

•  

•  

greenhouse monitoring  

Drip  Irrigation 

 leakage monitoring  

Canal Water Supply  

Plant & Soil Management  

Blockchain   • FaaS  

• ADaaS  

• EaaS  

• RaaS  

• MaaS  

•  

•  

•  

Farm  Management  
Software (FMS)  

Immutable ledger system  

  

•  

•  

•  

•  

•  

Farm Inventory Management  

Agricultural Supply Chain  

Microloans  

Agricultural Subsidies  

Payment from Consumer to  
Farmers  
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Artificial  
Intelligence(AI)  

• FaaS  

• ADaaS  

• EaaS  

• RaaS  

• MaaS  

•  

•  

AI Sensors  

AI Chabot’s  

•  

•  

•  

•  

detecting diseases in plants  

 pests,  and  poor  plant  
nutrition on farms  

weather forecasting  

improve crop yields  

    •  reduce food production costs  

Data Science  •  

•  

•  

•  

•  

FaaS  

ADaaS  

EaaS  

RaaS  

MaaS  

•  

•  

•  

MyCrop  

real-time system  

RFID chip  

•  

•  

•  

•  

Optimize  their 

 production cycles  

Yield Predictions  

Digital  Soil  and 

 Crop Mapping  

Fertilizers Recommendation  

  

In order to meet the above challenges and seize the opportunity we will need the concerted 

effort of governments, investors, and new agricultural technologies. Agriculture 4.0 will no 

lengthier rest on on the use of water, fertilizer, and pesticides alike in all grounds. Instead, 

farmers will use the smallest required amounts and direct the most specific areas. Farms and 

agricultural activities will have to be conducted in a very different way, mainly due to advances 

in technologies such as sensors, metals, machinery and information technology. Future 

agriculture will use sophisticated technologies like robots, temperature and humidity sensors, 

aerial photography, and GPS technology. These advanced equipment and accurate agricultural 

systems and robots will permit farms to be additional profitable, efficient, safe, and 

environmentally friendly.  

You are friendly. By using smart data, farmers can better understand their output practices and 

understand what changes can produce the greatest value. Agriculture 4.0 is more than just a 

movement. The term has come to be used as a term to capture everything for the next step 

forward in agriculture: an intelligent, highly efficient industry that utilizes fully data-intensive 

and new technologies to benefit the entire supply chain.  

CONCLUSION  

New technologies have already disrupted traditional farming practices, in a way that was 

previously unprofitable and equipment that is now accessible and used on farms throughout 

India. IoT-based drones provide a third eye in the sky, an insect investigation in the field that 

requires extra attention. Modern advances in sensory technology mean that robots, drones, and 

Chabot are now able to use the higher wavelengths to detect plants, insects, insects, weeds and 

sick plants from the air.  

Blockchain-like technology is also growing, creating a new way of collaborating on a supply 

chain. This technology eliminates the need for a consultant. And that's not all. Blockchain can 

reduce unemployment and significantly improve food safety and security. Tracking is also 
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being improved, with regulators being able to quickly track food sources and determine the 

extent of any pollution and market problems. These and other technologies for AI, Data 

Science, IIoT, Quantum Computing, RFID etc. The innovations serve as an important 

distraction, driving force and the great efficiency of thousands of areas from agriculture such 

as fishing, poultry farm, dairy farming etc. Awareness, accessibility and access to 

infrastructure, strong and efficient resources for most Indian farmers to date are rare and 

extremely critical and there is a great need to present and disseminate ideas, ideas, lessons and 

research on the use of Agricultural 4.0 with a focus on agricultural technology artificial 

intelligence (AI), IoT, Data Science, Blockchain, Quantum Computing provides farmers with 

a way to broader automation of manual agri work. successful IT companies also play a key role 

in redefining the agricultural sector through innovative solutions such as AI, Data Science, 

IIoT, Quantum Computing, RFID and - FaaS, DaaS, EaaS, RaaS, MaaS and performing well 

with advanced access to technology, finance and business skills.  

A new wave of new technologies is moving towards the agricultural sector and it looks very 

similar to the disruption of technology that brings everywhere tools such as communication 

platforms to advanced technologies such as self-driving tractors, digital farming, and 

participants will have more. of new solutions to choose from in the coming years.  
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Abstract: Non-Fungible Tokens (NFT’s) indicate the creation of a blockchain-based digital 

certificate of authenticity that is comparable to other virtual crypto assets and currencies. The use 

of blockchain technology and the exchange of digital currency have become increasingly 

widespread in recent years. Having said that, as has been shown in recent years, the NFT market 

is also booming. The very idea of NFT is derived from an Ethereum token standard that aims to 

separate and recognise each token with its distinct signature being tied with digital attributes. India 

has also seen increased interest in this digital sector, particularly from the future new-age investors 

and digital innovators, as a result of the spectacular return on its quickly expanding global market. 

However, due to the early stage of the NFT ecosystem's growth, India lacks a regulatory legislative 

framework to oversee such immature digital crypto assets. There are several legal complexities 

surrounding them, which has made it difficult to determine their legal legitimacy and sanctity. New 

artists could have a tendency to become lost in this chaotic growth in the absence of comprehensive 

descriptions. This paper aims to examine the idea of NFT in comparison to bitcoin and copyright, 

as well as its operational and technological elements. It attempts to examine the legal hazards that 

affect its operation as well as the potential and difficulties the Indian legal system has with regard 

to crypto-assets.  

Keywords: NFT, Digital Collectibles, Legal Validity.  

1. Introduction  

The digital world has seen a rapid transformation due to the development of technology and the 

pandemic that has affected the entire planet. Digital investments and digital currencies are two 

examples of this revolution brought about by the new digital environment. The cryptocurrency 

market has grown significantly, increasing the number of investors around the nation who are eager 

to participate in some of these crypto assets and cryptocurrencies.  

Everything is now publicly displayed online as a result of the digital revolution. As a result of 

individuals being utterly ignorant of the ownership and originality of the works exhibited online, 
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the digital platform has had a negative impact on the invention and development of original artists. 

Lack of legitimacy and security leaves artists and creators with less money for their work. The 

NFTs symbolize ownership of a special object, which is subsequently connected to a token via the 

blockchain, in order to address this issue.  

As 2022 approaches the mainstream art world, the market for NFTs has experienced a boom, 

increasing from 41 million in 2018 to approximately 338 million today. A new generation of 

traders, or digital natives with wealth and reputation who are prepared to invest in asset classes 

outside of the traditional asset markets, is being seen in the NFT market.  

Millions of artists and investors worldwide are now involved in these digital assets because of the 

rising popularity of non-fungible tokens. It is reasonable to assume that NFTs are poised to forge 

their way into the modern digital age. Selling for $69.3 million, Beeple’s “Everydays: the First  

5000 Days” is the most expensive NFT ever sold. After posting a new piece of art every day for 

5,000 days — from May 2007 to February 2021 — Beeple put them all into one picture and sold 

it at the auction house Christie’s.Vignesh Sundaresan eventually won the auction on March 11 for 

42,329 ether (Robin Barber, 2022) to the well-known artist Nuclaya choosing to post his album on 

the internet platform.  

The legitimacy of these digital assets, however, is still up for debate. Due to its rising popularity, 

there have been concerns about its survival and legal viability in India. India has provided evidence 

of the validity of these tokens. The viability of the tokens in India has drawn severe criticism from 

the Indian populace, calling them into question.  

2. An Overview on Non-Fungible Tokens (NFT’s)   

NFT’s can be thought of as a certification of ownership of digital or physical assets on a 

blockchain-powered digital marketplace. A blockchain is a digital ledger that keeps track of 

transactions in the form of a decentralized database.  

Technology has made digital information more widely used than ever before. The original content 

loses value as a result of the rising replication of digital content because it is so difficult to trace 

down and further identify the creators of works that are displayed on online platforms. Once made 

available online, they can be cheaply copied, duplicated, and distributed.  

Even if the owner has been found, it is a very difficult task to demonstrate such ownership using 

the documents kept by institutions. NFT intends to address the problems associated with 

decentralization, ownership tracking, monitoring, and value storage by making the declaration of 
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the legal owner over the original work plain and transparent in the event of any duplication and 

further ensuring their grant of legitimate royalties.  

Some of the unique features of NFT’s constitute of the following   

- Indivisible i.e., incapable of being further splitted or separated into smaller denominations   

- Cannot be demolish, reproduced or removed from the blockchain   

- Traceability: easy tracking of original owner, eliminates the need for third party verification  

-  Scarce: purposely limited to add additional value  

  

Semantics of Non-Fungible Tokens  

  

 

Figure 1: Representing how NFT’s Works  

(Source: https://vonnie610.medium.com/everything-you-need-to-know-about-nfts-be2601d09cf5) A 

Non-Fungible Token is operated as well as stored on a blockchain ledger. The token and its 

associated ownership is locked in a block as shown in Figure 1, with the token data being recorded 

through a blockchain method. Therefore, whenever a token or an item is stored on the blockchain, 

its adjoining data pertaining to its actual ownership is recorded. Subsequently whenever there is a 

transaction of any sale or purchase, the blockchain records the same on that very block. This system 

provides the original artist / creator with a certain percentage of Royalty with every sale or resale 

of that item. The main purpose of the system of blockchain is to provide a portal for execution of 

systematic transactions and thereby prevent the reproduction and piracy of original creations. A 

unique token is assigned to every artist/creator who decides to portray her work on a digital 

platform, this unique token along with ownership gets stored in the blockchain. The NFT’s are sold 

on a digital platform through the method of auction, wherein the bidder with the highest amount 
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becomes the owner of the token while the trading takes place on a public blockchain through a 

cryptocurrency wallet wherein NFT’s are purchased and sold mainly using crypto assets.  

  

3. Token Standard Used By NFT  

The Ethereum token protocol is now the most widely utilized token standard among NFT’s. The  

ERC-721 and ERC-1155 token protocols are typically used to generate various NFT’s.  

Unfortunately, some initial NFT’s create NFT’s using a hybridized ERC-20 token standard. To 

sell them, they must be enclosed or packaged.Along with Ether, other cryptocurrencies include 

EOS, Flow, Tezos, and so on. Also provide a special token standard for NFT creation.  

  

NFT Marketplace  

Users must register for an account and link their wallets to their account in order to buy and sell 

NFT across NFT marketplaces. Different cryptocurrencies are supported by different 

marketplaces. Ethereum is currently the most widely used currency. Users can purchase NFT’s 

with ether or any other cryptocurrency. Users must get a crypto wallet to buy NFT and fund it 

using a flat-to-cryptocurrency exchange in order to buy any kind of cryptocurrency.  

  

WazirX NFT Platform  
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Figure 2: NFT Ranking  

WazirX, one of India's most reliable exchanges for Bitcoin and other cryptocurrencies, enables 

trading in Bitcoin, Ethereum, Ripple, Litecoin, and many more cryptocurrencies. The country's 

first marketplace for NFTs was introduced by WazirX and highly ranked NFT’s are shown in 

Figure 2, India's largest cryptocurrency exchange forum, in response to the recent boom. It creates 

a system for the seamless exchange of digital assets and intellectual property like works of art, 

videos, tweets, audio files, tweets, and programmes, in addition to other digital goods and services. 

The Indian inventors can use this to auction off their digital goods on the blockchain-based NFT 

marketplace and then get their royalties. By offering their digital assets for auction over the NFT 

marketplaces and assisting them in earning royalties, the platform seeks to meet the demands of 

all craftsmen and creators while without charging any fees from users for either producing or listing 

the non-fungible tokens. However, since NFTs are based on the blockchain, which supports smart 

contracts, a gas fee must be paid to the miners in the appropriate currency. According to Nischay 

Shetty, the founder of the platform WazirX, such a market would soon revolutionize the industry 

in the fast digitizing world due to the increasing interest and acceptance of NFT among individuals 

all over the world.  

  

4. NFT Risk Factors Theft Risk   

The NFT risk and issues with intellectual property rights imply that buyers are the only owners of 

NFTs and only have the right to show them. The restrictions are very clear when it comes to the 

standards of conduct that customers should adhere to when utilizing NFT markets.  

CyberSecurity Risk  

There are significant cyber-security and fraud threats as a result of the development of the digital 

world and the astounding increase in popularity of NFTs. NFT replica shops that resemble the 

actual NFT shop and use the same logo and materials as real shops Fake NFT stores are another 

significant issue connected to the dangers and difficulties of using NFTs in cyber security. 

Copyright theft, imitation of well-known NFTs or false airdrops, and NFT giveaways are some of 

the other significant non-fungible token dangers and issues connected to cybersecurity and fraud.  

  

Money Laundering Risk  

From the perspective of money laundering and financial crime, this technology may cause concern.  
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This NFT, titled "The Pixel," was created by an artist going by the name of Pax and sold at a 

Sotheby's auction in April 2021 for about $1.3 million. Theoretically, a person wishing to "clean" 

filthy money may create an anonymous NFT, offer it for sale on the blockchain, buy it from oneself 

from an unregulated, anonymous digital wallet, and then recognize the money as genuine cash 

from the sale of the artwork. Trend of illicit use of NFT in the form of stolen money, cryptojacking 

NFT’s is shown below from 2017 onwards   

  

 

Figure 3: Illicit value received by NFT platforms  

According to Chainalysis, and as it appears in Figure 3, money laundering poses a significant risk 

to developing trust in NFTs and should be constantly monitored by markets, regulators, and law 

enforcement. This is especially true with transfers from authorized cryptocurrency enterprises  

(Chainalysis, 2022).  

Legal Risk  

NFT has no recognized legal definition anywhere in the world. Different nations, including the 

UK, Japan, and the EU, are going forward with various classification schemes for NFT. As a result, 

it becomes vital to establish a global organization of non-fungible tokens for establishing laws and 

legislation everywhere. Tokenization of NFT’s can implicate several U.S. laws, and below 

segments are as follows:  

- Licensing   

- Securities  

- Anti-money laundering  

- Sanctions  
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- Intellectual property  

- Gambling, and others.   

 NFTs may implicate securities laws where:  

- NFTs represent presales of digital assets and the proceeds of the sale are used to build the 

platform  

- Pooling or Fractionalization of digital assets   

- NFTs represent a license to a digital asset and a share of the revenue from the asset [7] The 

NFT market has seen a significant increase, which is why it is crucial to establish a regulatory 

agency. The use cases for NFT’s have significantly increased. As a result, a regulatory body 

must adjust to the laws and policies of NFT’s.  

Finding the right terminology for NFT is still a problem for the laws that are now in place. It is 

getting more and more challenging to establish a firm foundation for compliance in NFTs as the 

market and diversity of NFT’s are expanding so quickly.  

All platforms in India that have opened trading in NFT’s to date are cryptocurrency exchanges, 

and NFT’s can only be exchanged in cryptocurrencies. Trading in NFT’s is hazardous because 

there is, regrettably, still uncertainty over the country's legal stance on cryptocurrencies. In India, 

there is also no distinct legal structure for NFT’s. By extrapolating from current FEMA laws, 

crypto-assets and NFT’s may be regarded as intangible assets under the law, along with software 

and intellectual property. The precise position of an NFT, however, remains unknown. The 

Supreme Court has acknowledged that crypto-assets "cannot be stored anywhere," and blockchains 

are global ledgers.  

Since there is currently no specific legal structure in place for NFT’s in India, just the fundamentals 

of contract law apply. Though the majority of stakeholders are of the opinion that the 

Cryptocurrency and Regulation of Official Digital Currency Bill, 2021.We would make an 

exception for NFT’s given their enormous popularity, one can only wait and speculate about the  

potential effects NFT’s may have if the Indian Government issues a definite ban on 

cryptocurrencies.  

5. Evaluation Challenge  

Risks and obstacles associated with non-fungible tokens include the difficulty in estimating their 

worth. The scarcity, perception of owners and buyers, and accessibility of distribution channels all 

play a significant role in NFT valuation. It is quite impossible to predict who will acquire an NFT 
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next or the potential motivators for their purchase. As a result, the value of NFTs would essentially 

rely on how the buyer views their pricing, which would cause volatility.  

Advantages of NFT’s  

- Decentralized marketplace  

- Unique Collectibles  

- Transferability  

- Immutable  

- Authenticity  

- Copyright  

- Security  

- Identity Management and many more things.  

6. Industries that Leverage  NFT’s  

 Art & Music NFT –Music NFT Market Trends  

  

  

  

  

  

    

 

Media NFT  Buying a music NFT  
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Crypto-native music rollouts  Philanthropic vessels  

Art NFT Market Trends  

Trend-1: New patronage artists  Trend-2: Evolution of new utilities  

Trend-3: Growth of communities  Trend-4: Path to cryptocurrency  

Trend-5: Crypto Wallet  
Trend-6: Innovative art projects  

Figure 4 Art and Music NFT trends  

(Source: https://influencermarketinghub.com/nft-music/)  

Non-fungible tokens (NFTs) are being embraced more frequently as a fresh and independent 

revenue stream for musicians and artists as in Figure 4 in a sector where organizations like record 

labels, galleries and streaming platforms take a significant part of the revenues from performing 

artists. With no need for a middleman, music-specific NFTs are giving artists a new way to become 

independent (indie) and monetise their work on the blockchain.Numerous well-known artists have 

already started using NFTs to monetise their songs. As an illustration, the electronic musician 

3LAU tokenized the record "Ultraviolet," which was later sold as NFTs and brought in a total of 

more than $11.6 million (Cryptomedia, 2022).  

  

7. NFT In Gaming Industry  

Video game skins have evolved into digital works of art. NFT’s might make it possible for digital 

artists to market their works. They provide the crucial element of getting the necessary exposure, 

which aids in helping artists determine the market value of their creations. One of the factors 

driving high prices for cards and limited-edition releases among sneaker heads and sneaker 

collectors is scarcity and earning of NFT’s by playing video games is presented in Figure 5.It 

encourages game players to get involved and create unique in-game goods that might possibly 

inspire the next wave of digital artists. With in-game merchandise that features meta-jokes, memes, 

and pop culture, it would help boost community participation.  
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(Source: https://venturebeat.com/2022/01/19/interpret-studys-says-56-of-gamers-are-interested-in-earning- 

nfts-in-games/)  

A study of 1,500 console and PC gamers found that 56% of them are interested in earning 

nonfungible tokens (NFTs) through gaming (Andrew Wilson, Interpret, 2022), according to market 

research firm Interpret as seen in Figure 4.  

NFT in Metaverse  

The metaverse is a virtual, three-dimensional cosmos that offers consumers and companies 

countless chances to import goods and services from the real world. A blockchain-supported open 

  

Statistics on earning on NFT’s through playing  

video games   

  

Statistics on  NFT’s impact on gaming habit   

Figure  5 :  Poll for play & earn NFT   
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and equitable economy is offered by metaverses. NFTs will specifically be used to engage and 

empower players of blockchain games in the play-to-earn gaming economy.  

NFTs serve as the gateway to the metaverse and support social, communal, and identity 

experiences there. Users can access gaming metaverses through collecting in-game NFTs through 

collections.  

8. NFT In Internet Of Things (IOT)  

Each IoT device has a unique BCA (Blockchain Account), which allows each one to sign for 

individual transactions. The researchers employ an ERC-721 NFT, which can distinguish between 

managers, users, and manufacturers (owners and approvers). Then, each device within the 

blockchain may validate both its own identification and the data it generates.  

An initial seed is generated and not saved on the device in order to establish the NFT. Instead, the 

researchers generate the private and public keys related to the BCA using a PUF (Physical 

Unclonable Function) in the device together with other parameters from memory. This is different 

from many other approaches that keep the private key on the gadget (and where the private key 

could be leaked).  

The device then generates a public key and a BCA_SD and actively joins the blockchain. The NFT 

(together with the owner) may then be created using these and a smart contract. This will return a 

Token ID, which is then saved in the firmware of the device (Prof Bill Buchanan OBE, 2022).  

9. AI and ML in NFT  

Fetch.ai, an artificial intelligence lab  non-fungible token (NFT) platform, Colearn Paint, allows 

creators to automatically produce NFTs using a machine learning algorithm and below in Figure 

5 is the winner statistics of generate shared NFT artworks minted by the colearn pAInt address:  

0xC73Bb3F183fbeAdC23bCB70460006c30Fc4c689A[8]  
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Figure 6 NFT artworks minted by Colearn Paint 10. Conclusion  

NFT’s, which are rapidly expanding, have the potential to bring about a paradigm shift in the digital 

sphere by giving investors and creators of digital content a secure online marketplace with a variety 

of options for intellectual property protection. This is extremely beneficial to digital developers 

and should not be disregarded in favor of a general ban. However, once they are exchanged for fiat 

money or when virtual currencies are recognized by the legal system, the likelihood of success of 

digital assets like NFTs will be determined. NFTs, which have the potential to be a tool in the fight 

against identity theft, are still in their infancy, with the bitcoin community being their main 

application area. While they are anticipated to grow and expand significantly in 2023, experts 

predict that their future could either hold a highly regulated, disruptive digital market that 

skyrockets and seeks to protect the virtual copyrights, or it could hold an asset that ends up 

experiencing the same fate as various cryptocurrencies have, and explode. NFT traders in India 

tread carefully because of the country's tumultuous history with the financial instrument. A 

balanced legal and regulatory framework is required, which is crucial for its efficient trade. In 

addition, buyers should exercise caution when purchasing these digital tokens because of the 

caveat emptor, or "buyer beware," principle. The lack of permanence that NFT portrays poses a 

problem for the environment. It cannot be denied that artists are eager to join the NFT bandwagon 

in order to profit from their works of art. The sale and purchase of such tokenized artwork raises 

questions about the ambiguity surrounding its legal validity, as well as a number of other legal 

issues, including the enforcement of copyright holders' and NFT holders' rights, creator and holder 

liability, the applicability of a number of other intersecting laws, and the exhaustion of copyright 

holders' rights following the first sale.   

People who engage in digital transactions with NFTs should be aware of the risks and hazards 

involved. The numerous advantages offered for the protection of digital works of art, however, 

cannot be blatantly disregarded. Not banning it but regulating it is what is required right now. The 

Indian legislature should make an effort to put into place a regulatory legal structure designed to 

solve and accommodate the difficulties encountered in this area of law. The general public still 

hasn't fully embraced the use of non-fungible tokens. The ability to commercialize works of art in 

the digital world may be made possible by NFTs, but much will depend on how well these digital 

assets are received by the traditional art market. NFT traders in India tread carefully because of 
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the country's tumultuous history with the financial instrument. A balanced legal and regulatory 

framework is required, which is crucial for its efficient trade.  
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Abstract  

In the world of business, firms have started adopting technologies to develop  and grow their businesses. To 

sustain in this competitive market there is a dire need for  better performance and precision in prediction .To 

achieve this goal various businesses, require to accurately analyze and predict the patterns for data driven 

decisions. .This research paper themes around sports as a business and takes into consideration cricket which  

is a very popular and well-known game  that is played and watched in 104 countries.Predicting winner teams 

and performance of each individual team depends on many factors for example batsman’s approach ,bowler’s 

skill and tactics ,the pitch statistics,the weather conditions. and many more.The previous research studies show  

player’s probability of winning against the opponent. Study will find out various attributes to predict  a model 

for IPL match game changer.Score prediction has been in existence from many years  based on certain 

parameters taken into consideration ,but this research study will specifically focus on machine learning 

algorithms to predict a team’s performance and score  based on  batsman category, The study will make use of 

Kaggle data to build a predictive model. The results from conducted the research shows that random forest 

exuded the best accuracy in terms of score prediction taking into consideration the parameters. Keyword: 

Multi-collinearity,accuracy,cross validation ,regression,random forest  

Introduction   

In India cricket is a prevalent sport among all, mainly for  T20 leagues. When millions of  people are watching 

IPL (“the Indian Premier League”) then forecasting of the results become very difficult altogether as the game 

may change its course altogether.In the game of cricket many aspects and features  control the final result of  the 

game, and each feature has its own weightage from one  needs to find out impact of the factor on  the result of  

the T20 cricket match. Many ML (machine Learning) models are used to predict the performance of the team 

during a specified time interval I.e. from the time  of toss  to the  beginning of the match to forecast 

victory.Prediction models are useful for regulatory bodies and cricket boards of the states and provinces to carry 

out strategic decision on the team composition,on the bowler and batsman categories and preferences, on 

scheduling matches for multiple teams etc wherein score forecast  continuously helps in the management of 

games and accordingly 
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Plan the strategy of the game. Player’s characteristics depend on various factors like present form, 

previous record,nature of the pitch,game format and venue etc. The models are helpful in 

classifying  the players priority and plan towards win.In forecasting/prediction linear regression 

plays a major role with intervention of AI (Artificial intelligence) to gives more accurate result. The 

famous football bludgeons in Portugal, Game name ‘Lisboa e Benfica’ [1-4] used ML (machine 

learning) for information handling and identifying patterns by taking into account practise 

duration of each  player, the  resting time, the work out sequence ,their diet strategies etc.. Cricket 

in India is popular game and many  researchers  are using functional statistical methods for 

predicating  the game outcome.  

Winning & Score Prediction archetypal was established by “Mr. Samuel “ back in 2011 this model 

was recycled by ICC in 2012, and the match  against India. New-Zealand was envisaging 282 

agreeing to the prediction model and in case if degree of run would have been hand-me-down the 

possibility of mark would have been 226.[5]  

But there are many loopholes in the WASP (Winning and Score Predictor) method which needs to 

be fixed for better outcome. As the game changes, many external factors have an impact on game 

performance. Prediction is based on the the pitch ,weather and  the boundary size. The team who 

is batting first  sets the forecast  trend while the  team who is batting second,the performance of 

the said team can be extracted based on a relative analysis with the first and further predictions 

are based on relative average of the previous perforances..[6]  

The Generic function for classifier model used to measure the points earned by teams based on 

their past performances included  team1, team2, venue, toss winner etc. The random forest 

classifier and decision rree provided 89.151% accuracy for such  categories of predictions[7]. 

Research Objectives  

   To find the team with the greatest number of wins per period  

   To find venue to host he maximum number of IPL Cricket matches   

  To find out the team with maximum wins for each season  

   To find the most valuable player in the IPL  

   To predict  win/loss using Machine Learning algorithm  

Literature Review    

G. Sudhamathy & G. Raja Meenakshi’ (2020) in their “Prediction on IPL data using machine learning 

techniques in R package” performed the analysis on the 10 year old  IPL data-set. In this research 

study they had undertaken the implementation of four machine learning algorithms and used the 

training ,testing data-set to help create the model which then classified the data & compared the 

results with respect to correctness, error-rate, precision, recall, understanding and specificity. [1] 

“Ch Sai Abhishek, P Yuktha, Ketaki V Patil, Meghana K S, & MV Sudhamani” [2019] in their research 

had conducted a study on the  “Predictive Analysis of IPL Match Winner using Machine Learning 

Techniques” and have presented the prediction of the winner results by incorporating machine 

learning, where  different catalogue based machine learning  algorithms as logistic-regression, 



Electronic copy available at: https://ssrn.com/abstract=4062937 

‘decision-trees, random-forest and K-nearest neighbors were implemented of which the random 

forest provided an highest accuracy of 89.15%. [2]  

Sonu Kumar, Sneha Roy [2018] in the study title “Score Prediction and Player Classification Model 

in the Game of Cricket Using Machine Learning” have done the predictive modeling and regression 

analysis and concludes the significant aspects of Forecast and Organisational Modelling. Using such 

modelling techniques it can be  demonstrated that  forecasting the inning mark and players 

cataloguing  is based on the numerical data [3].  

Akhil Nimmagadda, Manigandla Venkatesh, Nidamanuri Venkata Kalyan, Nuthi Naga Sai Teja, & 

Chavali Gopi Raju” [2018] presented the study on the “Cricket score and winning prediction using 

data mining” and developed a model to forecast the outcome of an ODI cricket game.The model had 

been developed using multiple variable linear regression. Efficiency and error checking was done. 

Using multiple linear regressions, each innings score was predicted at regular intervals and also 

the final the winner of the match. [4]  

Vrushali Y Kulkarni, Pradeep K Sinha [2014] in their research work on “Effective Learning and 

Classification using Random Forest Algorithm” combined the different attributes as measures of 

evaluation..The accuracy of the model is improved by a hybrid decision tree model. A new similar 

approach  in which, specific tree as well as whole forest is made in related research study. [5]  

Data Collection and Analysis  

In this research study  collected data  is from Indian Premier League (IPL)  Kaggle database.The 

dataset covers of data of  IPL cricket games played from the year 2008 to 2019. The league has 

eight teams on behalf of eight different Indian cities or states.  A snapshot of the relevant data and 

stats of IPL is presented below.  

  

Table  1: IPL Matches played from the years 2008 to 2019 - Snapshot  

  

Research Methodology  

The researchers have taken into consideration linear regression,ridge regression and random 

forest based on the aspects of diminishing the prediction discrepancy,making analysis easy on the 

aspects of multi-collinearity and considering algorithm accuracy in case of all sorts of data.  
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Following are the algorithms which were executed on the Kaggle data sets.  

Linear regression  

Linear regression analysis is used to estimate the value of a dependant variable based on one or 

more independent variable.The variable that the researchers want to  predict/forecast is called the 

dependent variable whereas the variables that are on the right side of the equation that help 

predict the variable on the LHS are called the independent variable.Linear regression fits a straight 

line  that decreases considerably the deviations between the predicted and the actual  values.  

Ridge regression  

Ridge regression is the technique used for  assessment  of  high correlation among the  independent 

variables  and for this research study it was found that there exists high correlation between 

several of the predictor variables. Hence using ridge regression analysis such situations can be 

analyzed and in this case the predictor variables suffer from multi -collinearity.  

Random Forest  

A random forest comprises  of multiple decision trees, and this algorithm can handle  almost all 

forms of datasets and gives optimum results in terms of prediction.  

Cross-Val-Score : Cross value scores are obtained by training the  model I using K-1 of the folds as 

training data and then the resulting model  is validated on the remaining data and accuracy 

computed.  

The researchers have used the Google Colab environment to execute the above algorithms on the 

data set, used the cross-val scoring to ensure accuracy in prediction using k fold approach.  

Observations  

The following inferences can be made from the describe () method as shown in Fig 1 and the tables 

2,3 and 4.  

  

Fig 1  The  colab environment and the describe function on the data set  

The .csv file has data of IPL matches starting from the season 2008 to 2019.The biggest margin of 

victory for the team batting first (win_by_runs) is 146 runs. The biggest victory of the team batting 

second (win_by_wickets) is by 10 wickets. 75% of winning teams who bat in the beginning won by 

a margin of 19 runs.75% of champion players who  played in later sequencer won by a boundary 

https://www.mygreatlearning.com/blog/what-is-regression/
https://www.mygreatlearning.com/blog/what-is-regression/
https://www.mygreatlearning.com/blog/what-is-regression/
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of six wickets.There were 756 IPL matches hosted from 2008 to 2019. Table 2 to 6 provide other 

relevant details and statistics with respect to the matches.  

 

Table 2. Statistical Analysis of the IPL data           Table  3: IPL Matches -Team with  greatest number 

of wins per season.  

  

 

Table 4 Teams by runs/wickets  
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Fig  2: Bar Plot IPL Matches year 2008 to 2019  

              

From the bar plot in Fig 2,3,4 and 5 inferences can be drawn regarding the years under 

consideration , the maximum number of matches hosted,, the top players etc.the total victories  in 

which a particular  team has scored, the maximum wins (and also the number of wins). The study 

reveals that  Mumbai Indians had had the most wins in 4 seasons (2010, 2013, 2017, & 2019).  

 

Fig 3: Bar Plot IPL Matches venue that hosted the maximum number of matches  

Eden-Gardens had hosted the highest number of ‘IPL-matches’ followed by Wankhede and 

MChinnaswamy pitch.Till 2019, IPL-matches were hosted with 40 venues. The most successful 

IPL team is determined as follows:In a match of sports, each team competes for win. Hence, the 

team that has registered the  greatest number of victories is the most successful.  

 

  

  

Table  5 : Most successful IPL team wins   Table 6 Most Valuable Player   
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Fig  4: Total Victories of IPL Teams  

Mumbai-Indians had won the maximum I.e. 109 ,followed by Chennai Super-Kings & Kolkata 

Knight Riders.  The famous cricketer Chris Gayle won the  valuable player of the match awards.  

Six Indian players have figured in the top ten IPL players list.  

  

Fig 5: Bar Plot of Top Ten IPL Players Predictive Modelling  

In this research Linear Regression, Random Forest and Ridge Regression algorithms have been 

used to predict the total score by taking independent variables like -'runs', 'wickets', 'overs', 

'striker', 'non-striker'.  

Linear Regression  

Linear Regression Model is print(cross_val_score(lin_model, 

imported x_train,y_train).mean()*100)  

LinearRegression()”    Output 

“lin_model.fit(x_train, 50.58%  

y_train) ”        

Table  6  Linear- Table  7 Comparing Actual Score and  

Predicted Score  

Table 8 To calculate cross-

valscore  

“from  

sklearn.linear_model  the  

  “from  sklearn.model_selection 

import cross_val_score’  
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Regression     

Table 6 to Table 8 showcases the action of linear regression with and without cross validation and 

prediction accuracy. The researchers then considered Random Forest Algorithm with and without 

cross validation  evaluation function as show cased below  

Random Forest Algorithm  

“from  sklearn.ensemble 
import  
RandomForestRegressor”  

  “from  sklearn.model_selection  

import cross_val_score” “Print  

‘rfr_model  =  

“RandomForestRegressor( n_estimators=100, max_features=none)”  ‘rfr_model.fit(x_train, y_train)  

Table  9: Random Forest 

Algorithm    

  Table : 10 Random Forest Algorithm: 

Comparing Actual Score and Predicted 

Score  

Table    11:  Random  Forest  

Algorithm: Calculation of Cross 

Val Score  

  

  

It is envisaged that calculation of cross value score  for the  Random Forest  Algorithm with respect 

to the score prediction shows considerable accuracy as can be inferred from Table 11.  

The ridge regression algorithm was taken into consideration since there exist significant 

correlation between  runs_made and strikers in the team which was ascertained to be 86% by using 

CORREL function .Similarly runs and strikers suffered a low correlation whereas pitch and team 

had high correlation in terms of wins. Incidentally Ridge Regression also could not predict 

accurately the score.  

( cross_val_scroe(rf r _model, x _trai 
n, y_train).mean()*100)     
Output   
64.86 %   
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Ridge-Regression Algorithm  

from  sklearn.linear_model “from import Ridge 
sklearn.model_selection  
‘ridge_regressor = ‘Ridge(alpha import cross_val_score” 
is equal to .01)                     
‘Print(cross_val_scroe(rid 
‘ridge_regressor.fit(x_train, ge_regressor, x_train,  
y_train’) y’_train.mean()*100)  

Output  

50.58%  

Table  11: ‘Ridge-Regression  Table 12: Ridge Regression: Comparing  Table  13:  Ridge  

 Actual Score and Predicted Score  Regression:  Calculate  

Cross Val Score  

  

  

Result Interpretation  

By comparing three algorithms, random forest algorithm is predicting with considerable  accuracy 

as compared to linear regression and ridge regression.  

 

Table 14: Comparing three algorithms: linear Regression, Random Forest, and Ridge Regression  

Findings and Observations  

In this research  study the following observations were made :Mumbai-Indians’ had  secured the 

largely wins in 4-seasons (‘2010, 2013,2017,& 2019’).Eden-Gardens’ had hosted the greatest 

number of IPL-matches. Till-2019, IPL matches’ be hosted with 40 venues’.Mumbai-Indians is the 

largely winning team (as they have won the highest number of  IPL-matches’ -109) followed with 

Chennai Super - Kings & Kolkata Knight Riders.Chris Gayle has won the maximum number of 

players of the match title.In this research  it was proven that Random Forest Algorithm provided  

good accuracy  as compared to Linear Regression and Ridge Regression.  

Conclusion  

Predicting’ the winning team in ‘sports-cricket is very ‘challenge & complicated. Technology like 

machine learning and other latest tools made it much simple and easy. The factor like toss, venue 

and player habits has influence on result. Past performance play vital role in predictive model. 

Future scope of study can be expanding more attributes of an opponent team, change skill set of 

batsmen along with opponent team players and weather condition. Predicative model can be used 

for other indoor game and personal game.  
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Abstract  

Cryptocurrency which evolved a few years back, is built around facilitating electronic exchange of digital 

encrypted currency using a peer-to-peer network. Bitcoin being the most popular cryptocurrency, is paving the 

way and creating disruptions to the existing financial payment systems that have been there for over several 

decades.While such contemporary  types would never  replace the traditional, they could pave the way for the 

global markets to operate seamlessly by clearing away the  global barriers specifically in the segment of the 

exchange rates.There has been considerable advancement in technology but the success of  incorporating a given 

technology is solely governed by the market demands. Cryptocurrencies may in due course revolutionize  trading 

practices with  practically minimal to no trading fees in particular.This specific working paper will help investigate 

the metrics as growth in price and  volume of trade for three popular coins namely Bitcoin (BTC), Ethereum 

(ETH), and Dogecoin (DOGE) and help establish insights for researchers and users to further their study.  

Keyword: Cryptocurrency, Bitcoin (BTC), Ethereum (ETH), Dogecoin (DOGE).   

1. Introduction of Cryptocurrency  

Cryptocurrency is a technology entailing  revolution around the digital payment system that helps verify 

transactions independently and not with the support of banks.Cryptocurrency being a  peer-to-peer system ensures 

that  one can assist an individual  to send and receive payments from any time anywhere.Instead of physical money 

being exchanged, cryptocurrencies exist purely in digital format in wallets and can be transacted and recorded  in 

the  public ledger(Kaspersky, 2021).  

The name Cryptocurrency came from the concept of  making use of encryption ensuring safety and security to 

confirm the transactions.This makes use of  advanced coding concepts and practices involved in storing and 

sending cryptocurrency data between wallets and public ledgers.The first cryptocurrency that received popularity 

was Bitcoin that was used to trade for profits, with speculators at times driving prices skyward (Sheikh Owais 

,2022)  

Working Methodology of Cryptocurrency  

Cryptocurrencies that run on  distributed public ledger, units of such cryptocurrencies are mined,that involves 

using processor power to solve complex mathematical problems that generate coins (Kaspersky,2021).Users can 

buy such currencies from the brokers, and can spend those currencies by making use of wallets that are  

encrypted.Generally when one owns a cryptocurrency, a key enables the transfer of that currency from a person 

to the other without a third party’s intervention.Although Bitcoin has been around since 2009 (Jake Frankenfield, 

2021), the applications of block chain technology and evolution of cryptocurrency are still emerging  more usage 

in terms of currencies are expected in the future.Transactions that can happen through cryptocurrencies  include 

bonds, stocks, and other financial assets  that can eventually be traded ( Chizoba Morah, 2020).  
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2. Research Methodology  

2.1 Data Collection  

The datasets of BTC, ETH, DOGE cryptocurrencies were collected from Kaggle  that spanned years from 2013 

to 2015.The data was validated and up-to date and the codes were written and executed in RStudio.  

2.2 Data Exploration  

All the three datasets were merged to form one, and it consisted of 7911 observations across 10  attributes as listed 

below:  

1  2  3  4  5  6  7  8  9  10  

Sr.No  Name  Symbol  Date  High  Low  Open  Close  Volume  Market 

cap  

  

2.3 Data Analysis  

 In order to have a robust data analysis and visualization in representing the results,Tidyverse, was installed using 

the following command and then running library(Tidy verse) as shown below :  

install.packages('tidyverse') library(tidyverse)  

Next, it was required to mount three .csv files that were considered for the study and  form  a cohesive data frame 

from the same.The  requisite lines of code then  helped create a data frame by reading and binding the csv files 

and creating a single merged file  which was then inspected with the str(), head(), and colnames() functions.  

coin_Bitcoin <- read.csv("E:/R_Scripts/Case study/coin_Bitcoin.csv") 

coin_Dogecoin <- read.csv('E:/R_Scripts/Case study/coin_Dogecoin.csv') 

coin_Ethereum <- read.csv('E:/R_Scripts/Case study/coin_Ethereum.csv') 

crypto_coins_initial <- rbind(coin_Ethereum, coin_Dogecoin) 

crypto_coins_merged <- rbind(crypto_coins_initial, coin_Bitcoin) 

str(crypto_coins_merged) colnames(crypto_coins_merged)  

head(crypto_coins_merged)  
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Table 1: R language code and Output   

The merged file and the output data set is shown in Table 1. On this data set the analysis and visualizations are 

performed of which the first is to examine closing prices over time using ggplot2.  

ggplot(data=crypto_coins_merged)+geom_point(aes(x=Date,y=Close,color=Name))+labs(title="Popular 

Crypto Prices Over Time", y="Price in USD", x="Time") +facet_wrap(~ Name)  
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Figure 1: Popular Cryptocurrency Prices over Time  

Analysis: On this graph of Figure 1, the price of Bitcoin is so high that it totally outperforms the most useful 

information on the other two coins. To view the trend of  the two cheaper coins (DOGE + ETH), let's assume that 

most casual investors probably did not have 30000 to 60000 dollars just to put in cryptocurrency,so individual 

cheaper coins trend had to be extracted and analyzed as has been done in the succeeding sections of the paper.   

ggplot(data = coin_Dogecoin, aes(x=Date,y=Close)) + geom_point() + labs(title="Dogecoin", y="Price in 

USD", x="Time")  
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Figure 2: Dogecoin and change in price by time  

Analysis: Additionally, let's add another layer to the  ggplot  as viewing lots of scattered points can obscure trends, 

so geom_smooth() is used as shown in Figure 2. Additionally the smoothing method "gam" is used. Loess 

smoothing would be a more accurate choice, but it takes significantly more time to compute with high observation 

counts.   

Since N > 1000, so  Loess smoothing will not be considered. There is another problem with smooth (), and that it 

is expecting continuous variables along the x axis. So the most ideal is to just connect points between days, and 

get a line that is technically not mathematically smooth.Below is the code for the same.   

ggplot(data=coin_Ethereum,aes(x=Date,y=Close))+geom_point()+geom_smooth(aes(group=  -1),  method  

='gam', formula =y ~ s(x) ) + labs(title="Ethereum", y="Price in USD", x="Time")  
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Figure:3 Ethereum and change in price over time  

Analysis: When  the three cryptocurrencies, from visual inspection they tend to have explosive growth and 

relatively high volatility as shown in Figure 3. In all following graphs splitting BTC results from the other two 

coins, to overcome the domain issue has been considered. Now evaluating trading volume against closing price 

the graph is depicted as follows:  

ggplot(data  =  crypto_coins_initial,aes(x=Volume,y=Close,  color=Name))  + 

 geom_point() +geom_smooth(aes(group= -1), method ='gam', formula =y ~ s(x) ) + labs(title="Price vs 

Volume", y="Price in USD", x="Volume traded per Day") + facet_wrap(~ Name)  
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Figure 4: Price vs Volume (Dogecoin, Ethereum)- volume traded per day  

Analysis: Ethereum has a relatively nice volume to price correlation, but Dogecoin doesn't, even though it seems 

to have a comparable volume of daily trades to Ethereum as shown in Figure 4.There is an interesting curved band 

where there seems to be neither price nor volume.This graph contains no data on  volume over time,and Bitcoin’s 

behavior with regard to the model is investigated and followed.It is seen that the regression begins to fail at the 

very high end and linear fitment is  better where data points are clustered tightly.  

ggplot(data = coin_Bitcoin,aes(x=Volume,y=Close)) +geom_point() +   

geom_smooth(aes(group= -1), method ='gam', formula =y ~ s(x) ) +labs(title="Price vs Volume", y="Price in 

USD", x="Volume traded per Day") +facet_wrap(~ Name)  
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            Figure 5: Price vs Volume (Bitcoin)  

Analysis : Here one failure of smooth('gam') is noticed in Figure 5.A spike up in trade volume, broke the regression 

and this  formed an absolute maximum for the BTC data.The method 'gam' did not handle the outlier well. Instead 

of 'gam',  'lm' is used as a linear model.  

ggplot(data=coin_Bitcoin,aes(x=Volume,y=Close))+geom_point()+geom_smooth(aes(group= -1), method 

='lm') + labs(title="Price vs Volume", y="Price in USD", x="Volume traded per Day") +facet_wrap(~ Name)  
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Figure 6: Price vs Volume-Bitcoin (Volume traded per Day)  

Analysis : Here a line of best fit for BTC price compared to volume is envisaged as in Figure 6. In general, as 

trade demand increases, so does BTC price.The volume is trending over time for the three coins is as follows as :  

ggplot(data=coin_Ethereum,aes(x=Date,y=Volume))+geom_point()+geom_smooth(aes(group= -1), method 

='gam', formula =y ~ s(x) ) +labs(title="Trade Volume over Time", y="Volume Traded per Day", x="Time") 

+ facet_wrap(~ Name). This below figure 7 shows that  ETH is being traded fairly frequently, and is trending 

upward in general.  

 

ggplot(data=coin_Dogecoin,aes(x=Date,y=Volume))+geom_point()+geom_smooth(aes(group= -1), method 

='gam', formula =y ~ s(x) ) +labs(title="Trade Volume over Time", y="Volume Traded per Day", x="Time") + 

facet_wrap(~Name)  

  
  geom_point() +  

           

  

Figure 7:Ethereum (Trade Volume over time)   

Figure 8: Dogecoin (Trade Volume over time)   

   ggplot(data = coin_Bitcoin,aes(x= Date,y=Volume)) +   
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  geom_smooth(aes(group= -1), method ='gam', formula =y ~ s(x) ) +   

labs(title="Trade Volume over Time", y="Volume Traded per Day", x="Time") +   

facet_wrap(~ Name)  

Figure 9: Bitcoin (Trade Volume over time) 3. Conclusion  

This predictive and perspective analysis shows that trade volume is trending up for all of the coins. Additionally 

it was found that the prices of ETH and DOGE were trending up. Through this analysis, it was established that 

many cryptocurrencies were prone to explosive growth in price and high volatility.Many coins had also seen 

strong growth in market trade volume It can be advised that a safe investment strategy might focus on taking a 

few hundred or thousand dollars and investing in a diverse range of currently low-cost cryptocurrencies. Widely 

investing in different coins will help mitigate the risk of the highly volatile prices. Over a period five years  many 

coins  will make the transition from low cost to high. More investigation is needed into factors and signs of 

explosive coin price growth to choose the best low-cost coins to purchase as investments.  
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Business Intelligence Tool-Power BI for Performance Management  

Mr.Bharat Mane1, Dr.Chandrani Singh2 , Dr.Sunil Khilari3  
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---------------------------------------------------------------------------------------------------------------------------  

Abstract: An experiment of the available methods of data gathering, storing, processing, 

Analysis and visualization for real-time information must be carried out in order to achieve the 

most understandable, efficient, effective and accurate visualization of information. 

Customizing platforms and designing unique console are two crucial tasks to do in order to 

accurately and effectively visualize the data. In this paper, dashboard platforms and methods 

are explored. Researcher created a console and dynamic dashboard based on real-time data. 

On-time, on-budget and market driven data at the conclusion are used to evaluate the influence 

of the built dashboards as novel Data Visualization methods. Henceforth dashboard users will 

thus be suited for interact with the data, which is supported by a unique collection of tables, 

maps and reports created by the dashboard itself. This will enable everyone to try a number of 

data visualization techniques while demonstrating how dashboards may be a novel and 

significant method to deliver accurate and effective information to decision makers for 

enhancing business intelligence with the help of Power-BI tool.  

Keywords: Power-BI, Data Mining, Data Visualization, Tableau, Dashboard,  

1. Introductions   

This essay has discussed how safe hybrid configurations and simple IT system integration are 

advantageous to IT experts and innovators. Judges in the business world may use key analysis 

skills to make data search, dissection, and report generation simple. Business addicts no longer 

have to base their calculations exclusively on BI obtained from third parties because live 

dashboards and reports allow them to access and analyses all of their data in one location. By 

incorporating Power BI into your association's toolkit, you can make BI accessible to those 

who require it at the time they require it.  

2. Problem Statement:  

A Power BI study on business intelligence tools and characteristics of business intelligence 

software. In PowerBi there are Lots of Dashboard Options so new users are not able to 

understood The Proper Data  

3. Objectives of the Study  

1. To do the real-time stream analyses with the help of Power BI.  

2. To access real-time analytics and data from a variety of sensors and social media 

sources,   
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3. Analyse and benchmark Power-BI with other data visualization tools.  

4. Motivation for the study  

The conventional method would be to read through and evaluate the dense facts of both 

scenarios. Obviously, doing this will pass a lot of time.  

Information is easier for people to understand when it is visualized. Helps decision-makers 

understand a narrative, saving time and ensuring that they receive reliable information.  

Motivates me to select this topic.  

5. Scope of the Study  

The purpose of this article is to learn how to use tools like Power BI, Qlik Sense and Tableau 

for data visualization. Tools can assist to the business in the few of below ways as-  

 Understanding business requirements  

 Immediate action  

 Significant analysis  

 Identifying patterns  

 Identifying defects  

 Understanding current trends  

Technology's growing presence in the agricultural industry is obvious. There is a change in 

many robotically unfolding the content of pictures using natural language is core and 

challenging task. With the progression in computing power along with the accessibility of 

massive datasets, construction of models that can create legends (Gounder, M.S., Iyer, V.V., Al 

Mazyad, A.,2016) for an image has become promising. On the other side humans are able to 

easily describe the environments they are in. Given a picture, it’s natural for a person to explain 

an immense amount of details about this image with a fast glance. Though big development 

has been made in computer vision task like recognizing of an object, classification, image 

sensing / classification, attribute classification and scene recognition are conceivable but it is a 

relatively creative task to let a computer define a picture that is forwarded to it in the form of a 

human-like sentence. Techniques adopted in the agriculture application. Through IoT and 

automation; we demonstrate the present state of the art and the potential of agricultural 

technologies in this study. A large-scale agricultural system needs a lot of upkeep, expertise, 

and oversight. We want to automate the following garden procedures using the provided model.  

6. Systematic Literature Survey  

a. Microsoft Power-BI (Amrapali Bansal, A. K. Upadhyay), this paper discusses how safe 

hybrid configurations and simple IT system integration are advantageous to IT experts 

and innovators. Judges in the business world may use key analysis skills to make data 
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search, dissection, and report generation simple. Business addicts no longer have to 

base their calculations exclusively on BI obtained from third parties because live 

dashboards and reports allow them to access and analyses all of their data in one 

location. By incorporating Power BI into your association's toolkit, you can make BI 

accessible to those who require it at the time they require it.  

b. Research Data Analysis with Power BI (Vijay Krishnan, S Bharanidharan, G 

Krishnamoorthy), This paper has enlighten proficiency with Power BI and 

demonstrated that it's a radical path to simplifying the business intelligence and data 

analytics space, whereby individuals and associations can easily give data, make reports 

or command them to be automatically created, aggregate them in dashboards, and 

participate in it with the least amount of time and trouble spent on it. It is clear that 

Power BI is a special opportunity for research institutes and professionals to meet their 

data analysis demands when this service is provided by a company of the calibre of 

Microsoft and with independent verification by Gartner that has compared the 

competition.  

c. Operational Management in a Digital Environment (Korotkova Kseniia, Kyiv, Ukraine), 

this study has described tool to optimize pupil conditions reporting, the university will 

be suitable to contemporize and speed up the information analysis process. This will 

help bring the university's conditioning to a substitute creative position, as easily as 

deliver resources  

d. Integrate Power-BI with WPF Desktop Applications (Maria Dobreva, Nikolay Pavlov, 

Asen Rahnev); This paper explores the functional conditions and perpetration of 

embedding Power BI resources in FDBA operation as a standard functionality to the 

Framework for Distributed Business Applications.   

 Sourcing of Data  

 Transforming Information  

 Creating Dashboards  

 Reports and Publish  

The approach we've chosen provides users with a fluently accessible way to perform and view 

complex data analysis within the native operation. In future, we will probe styles to allow 

druggies to execute reports under selection of data.  

7.Power-BI Online Services and Technology Architecture  

The key function of power-BI is to create and share interactive reports and dashboards within 

and outside organizations. Further this tool enables searching / transforming / visualizing data 
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from numerous types of the data sources especially cloud data or API’s. Below figure shows 

some online services of Power-BI tool as-  

 

Total four phases are in Power-BI architecture, that delivers comprehensive information about 

each of them.  

 
Figure: 2-Architecture of Power-BI   

8. Transforming information through Power-BI  

Power-BI deliver a screening window by choosing columns and entities subsequently the 

information is imported in the Power-BI environment. Further query can be edited if required 

and there are many transformation selections available to do such work. All these scenarios are 

elaborated with the help of below stated some Power-BI components and services. a) Data 

Sourcing  

Power-BI could provide data from a large range of internet resources, formats and types of 

documents. To obtain the information, the files or documents should be imported into PowerBI 

and also this can be achieved by installing live service connection. If you import a PowerBI 

document then data sets that are compressed are limited to large up to one gigabyte. This can 

be shown in below figure.  

  

  Figure :   1 -   Power - bi online services   
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Figure: 3-Data sourcing   

There is an important and efficient arrangement of custom visualization available by 

generating reports; we have to publish this with the Power-BI facilities. Further you can 

publish this on the cloud server also. b) Dashboard Creation:  

With the help of Power-BI tool build dashboards by the single elements and/or by holding the 

page of the live report. If the report is saved and holding of single components, the visual 

retains the filter setting selected which has been shown in below figure.  

 
Figure: 4 –Dashboard creation c.Report 

and Publish:  

Once sourcing, retrieving and editing of the files or data, tool can create MIS reports.  

Reports are the analysed data visualizations shown below.   

 
Figure: 5 –Reports Publishing  
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d. Dashboards  

Power-BI dashboard is location for data visualizations, graphs and charts from multiple 

essential reports, produced by fetching way that makes it easy to effective insights. The 

benefits of Power-BI are that dashboards are live and real-time.  

 
  Figure: 6 - Dashboard   

e.Natural language query   

Natural language query is a distinctive characteristic of Power-BI that let you ask queries to 

your dataset expressed in basic English which derives answers in the form of fresh 

visualizations, graph and charts.  

 
Figure: 7- Natural language query f.Subscribe, 

Comments, Share:  

It’s never been easier to stay up-to-date on your most important dashboards and reports.  
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Figure: 8-Comments Dashboard  

To share the data and report online administrator generate and manages site collections which 

can further facilitates the functions that available across site collections such as  InfoPath 

Forms Services. g.Power Query  

Power Query is data processing software. Power Query could use to link to numerous types 

of data sources like web pages, databases, social media, API’s ,internet log files, cloud storage 

etc. which can gather ,store, process ,analyse and combine data (append, merge, join etc.) 

from variety of locations.  

Results of uploaded data:-  

  

Table2: Code implementation for conversion of csv data:-  

  
Figure:9 Code for Statistical Result Of Covid Data    

  

 Graph:1 Country Wise Cases  
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Graph-2  New recovered cases   

  

Graph: 3 Connections to various data sources  

• Develop new columns of data  

• Set-up, arrange and remove data  

• Grouping data  

• Transporting data  

• Pivoting data  

• Re-shaping  data  

• Manipulation of data by using formulae  

• Publish data   

9. Comparison of Power-BI and Tableau  

SN  Power-BI  Tableau  

1  OS Support only Microsoft  

Windows  

OS Support more for Mac, 

Microsoft Windows etc.  

2  Low cost  More expensive  
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3  Components available are -  

 Power-BI Service  

 Power-BI Mobile App  

 Power-BI Gateway  

 Power-BI Reports  

 Power-BI Desktop  

Components available are -  

 Tableau Visualize  

 Tableau Server  

 Tableau Reader  

 Tableau Server  

 Tableau Public  

4  Query Editor Support  No any such query editor  

5  Easy to embed the report in web 

portal  

Difficult to embed the report in 

web portal  

6  Support limited amount of data  Support big data  

7  Easy to use  Required technical knowledge 

to use  

8  Faster and good performance 

when small data   

Faster and good performance 

even when big data  

Table 2 Comparative study  

Power-BI and Tableau both are capable of creating visual dashboards that can analyse data 

visualizations from numerous reports. Power-BI and Tableau has been popular for its visually 

attractive dashboards that are simple to made using drag and drop options. With the help of 

Power-BI’s visible metrics or tiles which connect directly to reports and datasets, creating 

dashboards is equally easy and simple. End-users can quickly pin tiles from a specific report 

to a dashboard to get required information for decision making.  

10. Results and Discussion  

a. Data Mining: Business Intelligence(BI)  analytics tools are extremely well-suited for 

influential data mining. Data mining is the process of looking for patterns in data in 

order to recognize trends and present insights. It can be fragmented into five steps: 

gathering, warehousing and storing, grouping, analysis and visualisation etc. Some BI 

environments and platforms can achieve all of these steps as per business needs, 

although others need support from business analytics tools, Big Data analytics 

applications and data warehousing environments and platforms.  

b. Visualize Significant Information :The core assistances of BI software tool is that it 

deliver effective and efficient data visualization competences, enabling users to 

generate instinctive data visuals that are simple to understand and easy  to interpret  
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c. Valuable Insights: There are numerous types of MIS reports you can generate with 

the help of BI tools. All BI tools and platforms will deliver pre-formatted reporting 

competences that gather data for general business and process KPIs.  

11. Performance Management  

Business Intelligence (BI) assists to find, accomplish and implement performance objectives 

of a business. With BI tools business could provide database objectives like sales goals, 

quality goals, risk control goals, target delivery time, and then track progress on a regular 

basis as and when needed. This tracking technique is called as performance management, and 

it provides the most effective, efficient and easily implementation of management strategy to 

achieve high business productivity.  

 12. Conclusions  

Business Intelligent tools play a vital role in taking business sentiments. As far as concern with 

Power-BI and Tableau, both Power-BI and Tableau has its own features strength and weakness 

for data capturing, storing, processing, analysing and visualizing etc. It all depends upon the 

business needs, conditions and strategigies.If new user wants to produce dashboard so they can 

analyse and visualize the data as per their requirements. The analysis done through this study 

clearly indicates if data contain small dataset then we can use Power-BI and if dataset is large 

then we should use Tableau.  
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Abstract –Liquefied Petroleum Gas (LPG) is the major cooking fuel in India and  other countries. LPG cook stoves are comparatively 

portable, clean, and highly efficient and requires less maintenance. However, these LPG cook stoves are 60-65% efficient and pollution 

from the cook stoves which are beyond the regulation standard of World Health Organization. The project's need is to save time when 

booking gas. Your order may not be logged, or your phone may not connect when you contact your gas dealer. This is all a waste of human 

effort. If you don't notice that you're out of gas, you would order it in black for an additional fee. In this project, you will continuously 

monitor the gas level and receive an alert when the supply of gas is depleted. With this article, we'll look at a microcontroller-based system 

that uses a weight sensor and a load cell to calculate the weight of gas in a cylinder.This block is linked to the alarm block and provides an 

audible or visual signal when the LPG cylinder is empty. At a reasonable price, the sensor provides adequate sensitivity and a quick response 

time. When a gas blockage is detected, a message is sent to family member to use the  cellular network known as GSM in the normal way. 

It also has the ability to calculate the weight of an LPG cylinder and display that value on an LCD. Gas under 10 kg per cylinder is 

automatically reserved by texting the supplier. In addition, if the cylinder weighs less than 0.5 kg, a  

notification will be sent to notify family members to refill the cylinder.  

  

Keywords –LPG,GSM,MQ6gas sensor,Weight sensor.  

  

 
  

  

I. INTRODUCTION  

  

India is a large and developing country,  and  everyone is busy with 

their daily activities as most men and women work to support their 

families. Cooking is one of the tasks we have to do every day, using 

LPG. India's current population is 1,407,236,169, of which 92% use 

LPG for cooking. Political awareness of the need for sustainable 

cuisine has  increased political efforts in many developing countries.  

India has a long history of subsidizing the cost of filling LPG 

cylinders for home cooking. Women who primarily manage the 

biomass production chain will  benefit from the sustainable use of 

LPG, which provides more flexibility and ease of use and reduces 

indoor air pollution. As a major determinant of household spending, 

women will use high-quality energy sources that save time, provide 

better health and more free time.  

  

  
Figure 1. Annual growth rate (%) of domestic LPG sector  

  

1.1 Topic   

The project's need is to save time when booking gas. Your request 

may not be recorded, or your call may not connect when you call 

your gas dealer. This is all a waste of human time. If you don't 

realize that you're out of gas, you can order it in black for an 

additional fee. In this project, you will continuously check the gas 

level and receive an alert when the supply of gas is depleted.  

  

  

  

1.2 Theory   

LPG, initially manufactured in 1910 with the assistance of Dr.  

Walter Snelling, is a blend of commercial butane and commercial 

propane that contains both saturated and unsaturated hydrocarbons. 

LPG is rising rapidly day by day due to its flexible character, which is 

widely used in numerous fields alongside domestic gas and 

commercial fuel. Text messages are now used to reserve LPG tanks. 

The IVRS customer approach has been adopted by oil corporations as 

a customer-friendly service. As a result, an efficient device for 

weighing and showing the amount of LPG is required.  

  

II. STATISTICAL ANALYSIS  

  

 
Figure 2. Historical LPG use trends  

  

Firewood was a key source of cooking fuel in 2014-2015, according 

to the Annual Consumer Survey Report, feeding more than 59.3 

percent of all households. LPG consumption has skyrocketed in recent 

years, with 25.8 percent of homes currently using it. It is the most often 

utilized cooking fuel in metropolitan areas, accounting for around 58.5 

percent.   
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LPG is now the country's second-most popular cooking fuel. 

Approximately 77,594 tons of LPG were imported from India in fiscal 

year 2004-2005. Over a ten-year period, demand for LPG increased 

rapidly, with imports reaching 258,299 tons in fiscal year 2014-2015.  

  

  
Figure 3.Percentage of homes using various forms of fuel (%)  

  

Intriguingly, compared to 5.6% of dwellings in cities in 2018, 

44.5% of homes in villages continued to used firewood, crop 

refuse, and chip for cooking.According to the NSO’s data, just 

48.3% of rural homes used LPG, compared to86.6 percentage 

points in metropolitan regions.  

  

  
Figure 4. Total Percentage of homes using various forms of fuel (%)  

  

As per NSO’s latest 2018 data, the overall consumption of LPG 

in country is 61.4% and firewood still accounts for 31.2%. The 

deep insights also shows that there is a big contrast between rural 

and urban where majority of our population lives in rural areas.  

  

III. SYSTEM OVERVIEW  

  

It is made up of the components depicted. It has an ATMEGA 

16A microcontroller, a weight sensor (Load Mobile-L6D), a gas 

sensor, a GSM module (SIMCOM300), and a display.  

2.1 Micro-Controller  

A prospective and fast-running controller is planned to detect LPG 

fuel consumption and the output of the stage (weight) sensor on a 

continuous basis. In this sense, the device must be capable of 

storing some data that can be processed. The microcontroller is at 

the heart of the device, as defined in Definition 1. Features such 

as 16KB of internal memory, which generates a clean garage of 

all code on the microcontroller itself, and a control loop execution 

charge of 1MIPS per MHz, which is a more desirable average 

overall device performance. The LCD module labelled as port b 

of the ATMega16A is used to display predetermined messages in 

four-part mode.   

The output of the load cell module is coupled to a pin on a port 

that is used to continually sense the fuel level via the transmission 

circuit.  

2  

  

  
Figure 5: Microcontroller Block Diagram  

  

2.2 Weight Sensor Module  

To order a cylinder from a wholesaler, the volume of gas in the 

cylinder must be known. As a result, it is required to continuously 

determine the amount of gas in the cylinder. Because it provides the 

requisite weighing capability for domestic cylinders, the weight sensor 

module is used in combination with the load cell for assessment 

reasons. A L6D weight sensor module is inserted in the system. The 

load cell yield drives a transfer circuit that generates two logical pulses 

(for <= 10 kg and <= 0.5 kg), which are correspondingly connected to 

micro-controller port pins in order to detect the level of the gas.  

  

2.3 GSM Module  

The weight sensor indicates the amount of gas in the cylinder, and the 

microprocessor makes the appropriate action. The cylinder status must 

be reported to the device's rightful owner or home partner through the 

LCD display and GSM module. The GSM module is used for 

transmitting and receiving messages based on AT commands. Connect 

the modem to the microcontroller using this instruction to control it. 

In this case, SIMCOM 300 is used. It is powered by a 12-volt adaptor. 

Sending, in particular, consumes less memory.  

  

2.4 LCD Display  

The device performs control and management functions. In addition, 

a display should be built into the system that shows a number of texts, 

including gas weight, the cylinder's spare number when filling, and the 

display behavior. Messages are displayed on the microcontroller's 

16X2 character LCD display, which operates in 4-bit mode and is 

powered by +5 volts. By combining the ATMegaL6D with simple 

computer code, it is possible to make the system user-friendly and easy 

to use.  

  

2.5 MQ-6 Sensors  

LPG is made up of propane, propylene, butane, and butylenes. A 

reliable, rapid, and robust gas sensor which can only identify LPG 

particles and it is less reactive to other gases is required (such as 

cooking exhaust gas, cigarettes, etc.) Tin (IV) Oxide (SNO2) is the 

MQ-6 gas sensor's delicate substance; it has low conductivity in pure 

1  
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air and its impact ability improves with gas concentration; also, it 

keeps a strategic distance from gases such as cooking vapour. In 

accordance with the vaporous condition, it demands a low and secure 

voltage of 0-5 volts. This sensor measures gas levels and, if they 

surpass a predetermined limit, activates the alarm, exhaust fan, and 

microcontroller.  

  

  
  

     

  

  
  Figure 6.  Block Diagram  of Gas booking System using IoT  

  

IV. SYSTEM OPERATION  

  

The following is an explanation of the operation's procedure from 

the glide chart for automated gas reservations:  

The automatic gas booking device's L6D routinely measures the 

cylinder's weight and shows it on seven segment displays. A 

microcontroller port pin receives a logic pulse when the gas weight 

is less than or equal to 5 kg.  

  

V. CONCLUSION  

  

This study designs and implements a cost-effective system for 

monitoring gas levels and booking it immediately when the gas is 

nearing completion The proposed system satisfies the approach for 

efficiently reserving gas. Because of its ability to measure the weight 

of the LPG cylinder and show the value on an LCD, this device can be 

used in factories and other settings to assess how much gas is still in a 

cylinder. When compared to the cost of existing fuel detectors on the 

market, the costs of building this system is far less and, overall, 

significantly cheaper.  
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Figure 7. Automatic Gas Booking Flow Chart  
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Dr. Ramesh D Jadhav1, Miss. Vaishali   Bhujbal2  

Sinhgad Institute of Management, Pune-41, (India)  

__________________________________________________________________________   

  

Abstract:  

  

In 50th Century the statistics of chinstrap penguins in Antarctica have down up to 77%. Environment transformation 

is melting ice was adverse impact on krill which the penguins, jumbos and seals complete eat. The environment 

extremity was become risky on Antarctica's chinstrap penguins. Transformers on a Greenpeace way to Antarctica set 

up that the penguins' facts were dropping with one colony falling up to 77% in approximately in 50th century. This 

was predominately surprising due to the chinstrap penguin has been measured a species of less concern through the 

‘International Union for Conservation of Nature’(IUCN) as per the CN.  

  
Penguin associations in almost corridor of the Antarctic have dropped through more than 75 percent completed the 

once partial era, mostly as an outcome of environment transformation, experimenters around. Researchers exposed 

that associations of chinstrap penguins furthermore recognized such as ringed or faced penguins have fallen 

histrionically subsequently they were previous plotted approximately 50 centuries back. Each collection plotted on 

Elephant Island, a significant penguin niche northeast of the Antarctic Peninsula, endured a people fall, according to 

self-determining experimenters who combined a Greenpeace passage towards the province.  

  
On the previous check cutting-edge 1971, there be situated, 122,550 dyads of penguins crossways completely 

associations on Elephant Island. On the other hand, the latest total discovered just,786 dyads a drip of nearly 60 percent. 

The dimension of the people transformation diverse since group to group arranged Elephant Island. The major disaster 

77 percent was documented by a group recognized such as Chinstrap Camp. Environment transformation has directed 

to reduced ocean snow and heater abysses, which takes destined lower krill, the foremost element of the penguin’s 

food. In this paper highlighted global warming impact has been on Antarctica of the chinstrap penguins and its different 

characteristics analysis.    

  

Keyword: Antarctica, Penguin, island, Predictive analysis, R-programming   

  

1. Introduction:  

  
Penguins be present a cluster of submarine earth-bound catcalls. They living nearly simply cutting-edge the Southern 

Hemisphere lone single classes, the Galápagos penguin, is set up northern of the Equator. largely acclimated for natural 

life in the seawater, penguins take athwart shadowed black also white plumage and members used for swimming. 

utmost penguins diet continuously krill, catch fish, squid and further classifications of ocean lifecycle which they hook 

using their fliers and gulp it complete though swimming. A penguin takes a nasty lingo & important lips to grip greasy 

prey.  
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Penguin Species: There are 17 penguin species on the earth, but the eight most iconic live in Antarctica, its near islets, 

and the sub-Antarctic archipelagos of South Georgia and the Falklands. For now, we're shifting our focus to 

substantially 3 type of penguins ie Adelie, Gentoo & Chinstrap Penguins The ‘Adélie penguin’ (Pygoscelis-adeliae) 

is a classes of penguin collective lengthways the whole seacoast of the ‘Antarctic’ mainland, which is the individual 

place anywhere it's set up. This one the widest penguin classes, & along using the king penguin, stands the greatest 

southerly scattered of entirely penguins. It's named afterwards ‘Adélie Land’, in turn so-called for ‘Adèle Dumontd' 

Urville, who remained wedded to French discoverer ‘Jules Dumontd' Urville, who initial exposed this penguin in 1840. 

‘Adélie’ penguins gain their diet thru mutually predation and rustling, using a food of substantially krill & fish.  

The chinstrap penguin (‘Pygoscelis-antarcticus’) is a types of penguin that populates a variation of islets & props in 

the ‘Southern-Pacific’ & the ‘Antarctic’ abysses. This one label stalks starting the thin black crowd less than its skull, 

which kinds it appears as if the situation were wearisome a black hat, building it informal to categorize. Additional 

mutual names exclude ringed penguin, unshaven penguin, and gravestone cracker-penguin, due to its lurid, strict song.  

  

The Gentoo penguin (Pygoscelis-papua) is a penguin types present the rubric Pygoscelis, greatest nearly associated to 

the ‘Adélie-penguin’ (P. ‘adeliae’) & the chinstrap-penguin (P. ‘antarcticus’). The foremost systematic explanation 

remained complete in 1781 by ‘Johann-Reinhold-Forster’ thru a category position in the ‘Falkland’ islets. The classes 

sound in a diversity of behaviors, but the greatest regularly received is a lurid announcing, which the raspberry secretes 

thru its skull thrown back. [1], [7], [8], [9] & [10]. See in the figure types of penguins.  

  

                         
Figure no.1: Chinstrap, Gentoo and adelie  
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2. Problem statement: Environment transformation directed to the drop in Chinstrap Penguin Types Thru Over 

75% in the Previous 50 Centuries. Antarctic penguin associations in approximately quantities of the Antarctic 

have dropped by extra than 75% finished the latest 50 centuries.  

  

3. Objective of Study: the following some objective are   

  
To identify reason of global warming impact on Antarctica  

To identify the chinstrap penguins different characterises  

To identify problem over the different kinds of the penguins in Antarctica   

  

4. Research Design and Methodology: In this paper we have used exploratory research design and its details given 

below    

  

4.1 Data Collection  

  

The datasets of Palmer Penguins were collected from Kaggle that spanned years from 2007 to 2009.The data was 

validated and up-to date and the codes were written and executed in RStudio.  

  

4.2 Data Exploration:  

  

The Penguin dataset consisted of 345 observations across 7 attributes as listed below:  

  

Sr.no  Attribute  

1  Species  

2  Island  

3  culmen_length_mm  

4  culmen_depth_mm  

5  flipper_length_mm  

6  body_mass_g  

7  Sex  

  

Table no.:1: Attribute list  

  

  Penguins_size.csv: Streamlined records from unique penguin records sets. Contains variables:  

  

 o  species: penguin species (Chinstrap, Adélie, or Gentoo)   

 o  culmen_length_mm: culmen length (mm)   

 o  culmen_depth_mm: culmen depth (mm)   

 o  flipper_length_mm: flipper length (mm)   

 o  body_mass_g: body mass (g)   

 o  island: island name (Dream, Torgersen, or Biscoe) in the Palmer Archipelago (Antarctica)   

 o  sex: penguin sex   
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4.3 Data Analysis:  

In order to have a robust data analysis and visualization in representing the results, we installed some packages by 

using the following command and then running libraries as shown below:   

  

o  install.packages('tidyverse')  

o  install.packages(‘palmerpenguins’)  

o  install.packages(‘tinytex’)  

o  install.packages(‘dplyr’)  

o  library(tidyverse)  

o  library(palmerpenguins)  

o  library(tinytex)  

o  library(dplyr)  

o  library(ggplot2)  

o  theme_set(theme_minimal())  

       

  

  

The requisite lines of code then helped create a data frame by reading and binding the csv files which was then 

inspected with the head(), glimpse(), & summary() functions.  

                                      

Table no. 2: Penguins-species length, flipper & body-mass.  
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       Table no.3: Summary (Penguins)   

  

The code and the output data is shown in table 2 and table 3. On this data set the analysis and visualizations are 

performed of penguins with different characteristics.  
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Table no. 4:  Count of Penguiens types wise   

  

Analysis: On this table 4, shows the number and different species of penguins on the three islands.  

  

Figure 2 Species VS island  

  

Analysis: On this Figure no.2: It shows that species of the penguins on the located island.  
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Figure no. 3: Island VS Species wise count   

  

Analysis: On this figure no. 3, shows that how many Penguins of which species are on which island.  

  

               

Table no. 5: Sex wise Penguins count  

  

Analysis: Table 5, it shows that which species have how many male and female details.  

  

            

Figure no. 4: Species wise count VS Sex  

  

Analysis: On this figure no. 4, shows Sex-wise Penguins of which species are on which island.  
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Table no. 6: Penguins body_mass, depth, length  

  

  

Analysis: Table no. 6, it shows that different characteristics of Penguins like as Body mass in g ,Culmen length in 

mm, Culmen depth in mm, flipper length in mm and Sex.  

  

  

 

Figure no.5: body_mass_g VS Flipper_length _mm  

  

Analysis: On this Figure no. 5, shows that body mass and flipper length of penguins. red diamond represents Adelie 

Penguin species, green triangle represents Chinstrap Penguin species and blue square represent Gentoo Penguin 

species. Now, with different color and shape for different species, it is easily understandable.   
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Figure no. 6: body_mass_g VS Flipper_length _mm  

  

Analysis: In order to make it even more clear, the plot can be divided into three sub plots corresponding to each 

species. Finally, adding labels and annotations to the plot to make the plot more informative. Adelie appearances small 

in size associating with other classes.  

  

  

  

                    

  

Figure no.7: body_mass_g VS Flipper_length _mm  

  

Analysis:  Clearly shows that the Gentoo Penguins species are the Largest penguin species.  
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Figure no.8: body_mass_g VS Flipper_length _mm  

  

Analysis: The above graph plot shows species wise male and female body mass and flipper length. By using above 

graph we analyzed male penguins have large body mass and flipper length of all species.  

  

  

  

                    

Figure no. 9: Count VS Flipper_length _mm  
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Analysis: Above figure no.9 it shows that count wise flipper length in mm. By using above histogram we clearly say 

that large no of Adelie have flipper length is between 180-200 mm. And the Gentoo penguin have largest flipper which 

is 220 mm.   

  

                     

               

                 Figure no .10: Sex VS body_mass_g  

  

Analysis: Above figure no.10 shows that sex wise body mass in gram. By using above graph we clearly say that most 

of male penguins have body mass between 3000-5000 grams, and female have body mass between 3000-4000 grams, 

that why we conclude that male penguins are bigger than female penguins.  
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Figure no.11: Culmen_depth_mm VS Culmen_length _mm  

  

Analysis: On this Figure no.11, shows that culmen depth and culmen length in mm of penguins.   

  

  

                    

Figure no.12: Culmen_depth_mm VS Culmen_length _mm  

  

Analysis: Above graph plot shows Adelie penguins culmen depth is large but Gentoo penguins culmen length is large.   

  

  

  

                      

Figure no.13: Culmen_depth_mm VS Culmen_length _mm  
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Analysis:  From the above graph we conclude that Adelie penguins culmen depth is large but Gentoo penguins culmen 

length is large.  

  

5. Observations:  

 It is observed that Body mass and Flipper length are positively correlated, showing that Gentoos have a 

longer Flipper length and also heavier body mass.  

 Culmen length and Flipper also positively correlated, adelies have shorter flippers and shorter culmen 

lengths.  

  

6. Conclusions:  

A penguin to be a Gentoo, it must a has body mass relatively heavier than all species and a longer Flipper length larger 

but a shorter culmen depth and also found in the Biscoe islands only. Also a Adelie penguins, more probable has 

comparatively shorter Culmen-length and and longer culmen depth and can be found in all Islands.  

For Chinstrap, a relatively longer length of both culmen length and culmen depth and only found on the Dream 

Islands. Adelie lives in all three islands whereas Gentoo lives in Biscoe and Chinstrap lives in Torgersen. maximum 

of Gentoo has distinctive flipper length, body mass, culmen depth. most of adelie culmen length is less than 40mm, 

most of the eggs observed in November month, Population of adelie and gentoo increased from 2007 to 2011,   

Generally, for the reason that of climate transformation. The heating up of the Antarctic-Peninsula is affecting 

alterations to the physical and living atmosphere of Antarctica. The scattering of penguin associations has 

transformed such as the oceanic snow environments change. Melting of continuing ice and snow shelters has 

resulted in augmented colonization by vegetation.  
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Clinical Data Analysis in Healthcare Using Clustering Algorithms: A 

Review 

ABSTRACT 

In the healthcare domain, we are dealing with very large volumes of data. This data is not well organized and 

may not provide the actual scenario of the prevalence of a particular disease. To analyze this data, it is 

important to organize the large volume clinical data into meaningful information. Because of which 

Healthcare Professionals are facing many difficulties in analyzing various parameters of the disease with 

respect to the outbreak of that disease. Researchers use different tools and techniques of data mining to 

analyze the data and get the required information. Cluster analysis is an important unsupervised machine 

learning tool which discovers hidden patterns of data, gains new insights into structures of data, explores the 

correlation between different variables to extract useful information from huge data. This paper explains 

various applications of data analysis in the healthcare data and explores previously analyzed clinical data 

analysis work of different researchers which uses various clustering and classification techniques. Also, it 

explains advantages, disadvantages and applications of frequently used clustering techniques in the analysis 

of different disease datasets. This research also discovers the challenges faced in obtaining effective analysis 

of this clinical data to get the required knowledge. This work will be helpful to discover new criteria for 

analysis of disease datasets and to understand the possible implementation of these criteria by applying an 

appropriate clustering algorithm to these disease datasets. These analysis criteria may reveal the trends in 

biomedical, clinical and environmental factors in the disease1 datasets and may prove very useful in getting 

significant information which can be crucial and effective for prevention, treatment and cure of the diseases. 

 
Keywords clustering algorithm, disease dataset, clinical data analysis, healthcare, clustering techniques 

 

1. Introduction 

Data mining is a subfield of machine learning which uses unsupervised learning methods 

for exploratory data analysis. Data mining is the most important step in the knowledge 

discovery process. It consists of data pre- processing, post- processing and visualizing it to 

get the required information. To form the exact data analysis strategy in the knowledge 

discovery process (KDD), it is required to consider the exact difference between 

classification of data and clustering of data. 

Cluster analysis is much better than usual classification techniques, in terms of providing 

the required information by analyzing data or to get new insights into the large volume of 

data. This paper focuses on the varied applications of clustering algorithms for analyzing 

different types of data in the healthcare domain. Therefore, literature of various applications 

of clustering algorithms in healthcare is reviewed and summarized. 
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2. Various applications of data analysis in healthcare 
 
 

Application Uses 

1. Executives 

System2 

Information clinical decision making1 

higher quality services1,2 

more accurate and reliable decisions1 

early identification of high risk patients1 

avoid resubmission of insurance claims1 

reduce healthcare cost1,2 
disease prevention1 
reduce adverse drug effects2 

2. Genetics the effects   of   genetics 
investigated at micro-level1 

on different diseases can be 

3. Public Health Informatics2 health policies and administration1 

E-governance in healthcare2 

identify the causes, trends and patterns of disease spreading 

in the population1 

4. Forecasting Treatment2 prediction of treatment cost2 

estimate demand for resources2 
 

  

5. Health insurance2 detect insurance fraud1 
identify high-cost patients1 
prevent significant costs by early stage care1 

 

Table 1. Applications and uses of data analysis in healthcare 

 

 
3. Literature review of previously analyzed clinical data using clustering 

techniques 

I. Heart disease data 

Heart Disease dataset from machine learning repository is analyzed by using various 

classification algorithms and the performance of KEEL tool is compared for time taken to 

build the model using two different distance functions ( Heterogeneous Value Difference 

Metric and Euclidean Distance) and three different pre- processing techniques (Generational 

Genetic Algorithm, Steady-state Genetic Algorithm, CHC Adaptive Search Algorithm) in 

three validation modes (5-Fold cross validation, K-Fold Validation and without validation). 

There are many factors which influence the performance analysis like the nature of the 

dataset, encompassing validation mode, distance function. This study demonstrates that 

Lazy Learning- k-nearest neighbor algorithm from artificial intelligence is efficient for 

prediction of the performance using without validation mode for the heart disease dataset. 

Advantage of lazy learning systems is that it can handle changes in the problem domain 

successfully and can solve multiple problems simultaneously. Lazy classifiers are most 

useful to analyze large datasets with fewer attributes. But it has some disadvantages also, 

like large space requirement, these methods are slower to evaluate.2 
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II. Diabetics, thyroid and cancer data 

There are some genetic diseases which are inherited from one generation to others due to 

the change in regular food habits and physical activities of the human beings. The most 

common of these hereditary diseases that stay for lifetime are diabetics, thyroid and cancer. 

Prediction of such hereditary diseases should be done at an early stage. Here, the advanced 

Prediction modeling is implemented in three phases. In the first phase, the issue is defined 

and data collection is completed. In the second phase a model is selected to perform training 

and testing. And in the third phase, the model is applied in the real-world. This is a crucial 

task to have immediate disease diagnosis in the medical field. Such automatic healthcare 

prediction systems could implement modern Artificial Intelligent technology to develop an 

easy way to identify the existence of the diseases. This research examines the diseases 

through some disease parameters and classified them using various intense classification 

algorithms such as Decision tree, Support Vector Machine, K-nearest neighbor, Logistic 

Regression, Naive Bayes etc. The proposed classification algorithms estimate the accurate 

prediction of the disease by measuring the diseases using the disease datasets. This 

experimental analysis has been carried out for three disease datasets which are Diabetics 

data set, Thyroid dataset and Cancer dataset. Classification techniques can be used to 

provide automatic predictions and quick treatment of patients. Here five different 

classification techniques were implemented to predict the diseases. These datasets were 

tested using classification algorithms in a Python environment. Support Vector Machine 

Classification Algorithm gives the best accuracy results as compared to other techniques. 

Following bar chart is obtained in analysis of this research data. 

Fig. 1. Accuracy of classification algorithms for different disease datasets 

 

 
III. Liver and thyroid disorders Data 

For liver and thyroid datasets K-means, Fuzzy c-means and Fuzzy Possibilistic c-Means 

clustering algorithms are analyzed to check the performance, clustering output efficiency as 

well as the percentage of correctness. The classification performance of FPCM is highest. 

K-Means and FCM have similar classification performance for the liver dataset. FCM and 

FPCM have similar and highest classification performance for the thyroid dataset. 
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Therefore, it is concluded that FPCM is the best in terms of high percentage of correctness 

and classification performance. 

 

 
 

 

summarized and concluded that Hierarchical agglomerative clustering algorithm was 

frequently used for this disease dataset followed by k-Means, multi-layer clustering and then 

k-Means-Mode. This shows the Hierarchical agglomerative clustering algorithm is more 

suitable and appropriate in the analysis and interpretation of useful results fro 

Disease dataset. 

 

 
V. Diabetic data 

New clustering method for Clinical data to predict the likelihood of diabetic disease by 

combining k-means and k-mode algorithms and incorporating medical background 

knowledge is proposed. This method clusters numerical and categorical data efficiently and 

allows the user to specify constraints on selected attributes to participate in the clustering 

process. Following graph shows the clustering accuracy results. It is concluded that neither 

the medical BK nor hybrid-clustering algorithm performs very well, but combination of 

both produces excellent results. 
 

Fig.2. Average accuracy of different algorithms to calculate Likelihood of diabetic data 

 

 
VI. Hemogram blood test data 

A new weight- based k-means clustering algorithm was developed for identifying the 

diseases namely inflammatory disease, leukemia, HIV infection, viral infection, and 

pernicious anaemia from the hemogram blood test samples data set. The performances of 

this algorithm are compared with K-means and fuzzy c means clustering algorithms in terms 
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of execution time, clustering accuracy and error rate. The proposed algorithm provides the 

highest accuracy in less time. 

 
 

4. Categories of clustering techniques 

Following table illustrates advantages, disadvantages and applications of frequently used 

clustering techniques in the analysis of disease data. 
 

Algorithm Advantages Disadvantages Applications for disease data 

1. Hierarchical embedded flexibility, ease Vagueness of predict the severity of the 

Clustering of handling of any kinds of termination criteria Rheumatoid Arthritis   

 similarity or distance,     

 applicability to any     

 attribute types     

2. Partition simple clustering number of   clusters grouping of persons according to 

Methods approach and efficient required in advance high BP and cholesterol level into 

  and could not low risk and high risk of heart 

  discover the   cluster disease, detection of the recurrence 

  with non-convex of breast cancer 

  shape  

3. Density Based no need to specify the not handling the data discovers the area of homogeneous 

Clustering  number of   clusters   in points with   varying color in biomedical images, 

  advance, easily   handle densities and results separates the wound from healthy 

  cluster with arbitrary depend on the skin and discovers the sub regions of 

  shape distance measure spotted part inside the unhealthy 

    skin 

4. K-Nearest- easy to implement large database used with   adaptive   fuzzy   K-NN 

Neighbor  required, sensitive to approach for Parkinson disease 

  noise, testing is slow  

 

5. Challenges in effective analysis of clinical data 

i. Data quality - Clinical data is usually collected from many different sources which could 

make the data dirty, more complex and different coding standards. But quality of data is 

important for achieving useful and reliable information using the data analysis techniques. 

ii. Missing values - Most of the time clinical data contains missing values of some variables. 

So the results obtained from this incomplete data can be misleading. Even probability 

formulas are applied to find missing values, these results are not accurate and results may 

be incorrect. 

iii. Mixed data types - Clinical data contains variables of mixed data types like numerical, 

character and categorical. Therefore, it is difficult to apply some formulas and algorithms. 
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iv. Extraction of comprehensible knowledge - Clinical data contains lots of variables and 

constraints. Therefore, it is very difficult to extract comprehensible knowledge from this 

data. 

v. Variations in laboratory test parameters - There are differences in pathology test readings 

according to age, gender, health conditions. Even more, these readings can vary with time 

of the day, vary with underlying diseases, vary with days of the month for females due to 

menstruation, and may vary with time period in the populations. So, it is difficult to apply 

the same algorithm or analyzing techniques every time, they need to be updated. 

vi. Sensitivity of diagnostic tests- Some lab tests have very sensitive methods of obtaining 

results. Therefore, proper care should be taken when implementing these tests otherwise 

because of minor errors also, wrong results are generated. 

vii. Data sharing and privacy issues - Sharing of health data may prone the risk of threats to 

the privacy of patients. Even more, preparing a secure infrastructure for gathering data from 

different sources is expensive and time consuming. 

viii. Relying on predictive models - In case of clinical decision- making models, it would 

be dangerous to completely rely on the predictive models only when making critical 

decisions because it may be vital to the life of the patient. 

ix. Variety of methods and complex maths - Almost all data mining techniques involve 

somewhat complex mathematics, thus health administrators usually prefer to continue work 

with traditional methods and avoid implementing new algorithms and techniques. 

 
 

6. Conclusion 

This paper explores various applications of different clustering algorithms for the data 

analysis in the healthcare domain like decision support, forecasting, prediction and 

estimation.2 Many different disease datasets whose clinical data is analyzed using clustering 

algorithms are also enlisted here. Reviewing this research work, it is possible to implement 

various data analysis criteria with the required adaptations, in any particular disease dataset 

for the data analysis in the onset and prevalence of this disease. This data analysis can 

provide effective information about details, specifics and even minorities 1 of different 

parameters of the disease under study. Furthermore, these data analysis solutions obtained 

can be modified at any required stage by just making simple modifications in the clustering 

algorithms used. Therefore, by considering required accuracy and specifications in the 

required solution data, an appropriate clustering algorithm can be selected, tailored as per 

requirement, and applied to the particular disease dataset to effectively analyze it to provide 

more exact and quick information. The aim of this review paper is to encourage new 

researchers, scientists in the healthcare domain to investigate new views and approaches in 

the analysis of disease data under study. This would be proven beneficial for enhancing the 

quality of research work by discovering new aspects in the data analysis of the clinical data. 
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ABSTRACT 

 
Thyroid disorders are the most common endocrine disorders 

worldwide. In India the population suffering from these 

disorders is increasing day by day. Thus, there is a need to 

create awareness about these disorders and help people to take 

care of themselves, properly consume the medicine, be 

familiar with the long- term consequences of these disorders 

and aid in regaining a normal healthy life. There are several 

factors which may cause outbreak of these disorders including 

heredity, age, gender and other biological and/or 

environmental factors. Therefore, a survey has been conducted 

by authors to understand the prevalence and awareness of 

thyroid disorders in Pune and Pimpri-Chinchwad geographical 

region. And the data collected is analyzed to interpret the 

results with respect to different parameters like heredity, age 

and gender and health status of thyroid patients etc. 

 
Keywords thyroid disorders, hypothyroid, hyperthyroid, 

endocrine disorder, health status 

 
I Introduction 

 

There are many diseases like diabetes, cancer etc. which 

are influencing population more than the past few years. 

This is because of lifestyle changes, changes in food 

habits, changes in food quality, sedentary lifestyle, 

exposure to chemicals and pollution etc. 

Along with these diseases, thyroid disorders are also 

influencing the population to a greater extent from last 

few years. So, there is a need to aware people 

about this increasing hazard. A survey has been 

conducted by the authors of this paper in Pune and 
 
 

 
Pimpri Chinchwad and responses from 43 thyroid 

patients were collected. Then by analyzing this data, 

prevalence of thyroid disorders is evaluated in terms of 

age and gender. 

 

For this a vast literature survey has been conducted to 

check different parameters of the thyroid disorders. 

Accordingly, the questionnaire had been formulated and 

responses had been collected. Information is collected 

related to thyroid patient’s age group, gender, type of 

thyroid disorders, genetic factor, medicine, vitamin/ 

minerals deficiency, thyroid antibodies etc. The 

categories of age groups considered here are according 

to different stages in human life span as Childhood - (0- 

12 years), Adolescence - (13-18 years), Adulthood - (19- 

59 years) and Elderly - (60 years and above). Using these 

responses, the data is analyzed and results are 

interpreted. 

 

II Literature Study 

 

There is a significant burden of Thyroid Disorders in 

India. It has been estimated from various studies that 

around 42 million people were suffering from thyroid 

disorders in India. Common thyroid disorders in India 

are: (1) hypothyroidism (2) hyperthyroidism (3) goiter or 

iodine deficiency disorders (4) Hashimoto’s thyroiditis 
(5) thyroid cancer. [1] 

 

Population studies have interpreted that about 16.7% of 

thyroid patients possess anti-thyroid peroxidase (TPO or 

AMA) antibodies and about 12.1% have anti- 

thyroglobulin (ATG) antibodies. [1] 

 
Autoimmune Thyroid Disorders are complex diseases 

which may be caused by the combined effects of genetic 

factors and/or environmental triggers. The interaction 
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between susceptibility genes and environmental factors 

results in the breakdown of self-tolerance ability and 

may lead to Autoimmune Thyroid Disorders. [2] 

 

Even if the value of TSH is within limits, women with 

hypothyroidism represent a poorer quality of life as 

compared to the women without hypothyroidism. 

Therefore, there is a need to assess the Health- Related 

Quality of Life of women with Hypothyroid disorders. 

[3] 

 

Quality of Life was impaired in patients receiving 

Levothyroxine treatment, irrespective of the hormonal 

status. Therefore, management of comorbid diseases and 

patients' health status should be taken into consideration 

to achieve an optimal treatment. So, the integration of 

health- related quality of life assessment is highly 

recommended in primary health care systems. [4] 

 

It can be suggested from a population- based study that 

Health Related Quality of Life scores of patients with 

suppressed TSH values or markedly elevated TSH 

values were generally not significantly lower than those 

of patients with normal or slightly elevated TSH values. 

[5] 

 

Health Related Quality of Life is impaired in patients 

with thyroid disorders, both in the untreated patients and 

patients suffering from these disorders in the long- term. 

[6] 

 

Vit-B12 and vit-D deficiency are associated with 

autoimmune hypothyroid disorders, and there is a 

negative correlation between vit-B12 and vit-D levels 

and anti-TPO antibodies in these patients. In patients 

with autoimmune hypothyroid disorders, vit-D and vit- 

B12 deficiency should be evaluated during the treatment 

and periodic follow-ups. [7] 

 

III Research Methodology 

 

An explorative study has been conducted by authors to 

understand the Prevalence of Thyroid Disorders in Pune 

and Pimpri- Chinchwad geographical region. Therefore, 

Thyroid patients from Pune and Pimpri- Chinchwad 

were considered as respondents for this study. Survey 

method with random sampling is used to collect the 

primary data. Primary data has been collected from 43 

valid respondents out of total 47 respondents. Data is 

collected by using Questionnaire Technique. This 

questionnaire is designed by considering many factors 

like gender, age group, type of thyroid disorder, dosage 

of medicine, suffering from how many years, regularity 

of medicine, periodic checking TSH level, regular 

exercise etc. then it is extended to check the awareness 

of vitamins and minerals deficiencies and also about 

thyroid antibodies. Samples are selected from Pune and 

Pimpri- Chinchwad area is as follows: 

 

Table 1: Selected sample in Pune and Pimpri- 

Chinchwad area 

 

Area Type of 

thyroid patient 

Sample 

Number 

Percentage 

Pune Hypothyroid 

Patients 

13 30.23% 

Hyperthyroid 

Patients 

4 9.30% 

Pimpri- 

Chinch 

wad 

Hypothyroid 

Patients 

23 53.48% 

Hyperthyroid 

Patients 

3 6.97% 

 

Objective of the Study: To understand the 

prevalence of Thyroid Disorders and awareness 

about it in the people. 

 
 

Sub - objectives: 

 

1. To understand the prevalence of different types 

of Thyroid Disorders according to different age 

groups. 

2. To understand the prevalence of different types 

of Thyroid Disorders according to gender. 

3. To check awareness in people about Thyroid 

Disorders related information and patient’s 

health status. 

 
IV Data analysis 

Data is collected through questionnaires by 

interacting with Thyroid Patients in Pune and 

Pimpri- Chinchwad. This primary data is 
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analyzed to understand the prevalence of 

different types of Thyroid Disorders according 

to different age groups and gender. Forty- three 

valid responses were received from thyroid 

patients of all age groups. Results are 

summarized as follows: 

 

● The bar graph Fig. 1 shows that, prevalence of 

Hypothyroid Disorders is maximum i.e. almost 

44% is in the adulthood i.e. age group of 19 to 

59 years. Whereas in the childhood i.e. age 

group of 0 to 12 years the prevalence is 

minimum i.e. approximately 9%. 

 

● The bar graph Fig. 2 represents that, 

Hypothyroid Disorders with respect to gender 

are more prevalent in Females i.e. 33% whereas 

in males only 28%. But Hyperthyroid Disorders 

are more prevalent in Males i.e. approximately 

5% and in Females it is approximately 2%. 
 

 
 

 
 

Fig. 1 Prevalence of Thyroid Disorders in different 

age groups 

 

● The presence of Heredity Factor is evaluated as 

39.5% approximately. 

● The thyroid patients continuing treatment are 

83% whereas the remaining almost 17% had 

discontinued treatment regimen. 

 

 
Fig. 2 Prevalence of Thyroid Disorders with respect 

to Gender 

 

● The thyroid patients who know the medicine and 

dosage they are consuming are around 67% and 

the remaining 33% patients even don’t know the 

name and dosage of the medicine they are 

consuming. 

● Approximately 72% of patients test their TSH 

regularly while remaining 28% do not bother 

about it. 

● Only 53% patients are exercising regularly 

while the remaining 47% are not exercising 

because of either time constraint, willingness, 

muscle pain or they don’t know that exercise is 

must for thyroid disease management. 

● Around only 21% thyroid patients are aware of 

the fact that they have some vitamins or minerals 

deficiencies. Even though 37% of patients are 

consuming vitamins and minerals supplements. 

● Only 13% thyroid patients possess some 

knowledge about thyroid antibodies while others 

are not. 

 

V Results 

 
 

• Prevalence of thyroid disorders is maximum in 

the adulthood i.e. age group of 19 to 59 years 

and Hypothyroidism is more prevalent in this 

age group. In the childhood i.e. age group of 0 to 

12 years the prevalence is minimum. This 

implication directs towards the fact that 

Thyroid Disorders with respect 
to Gender 

30 

 
20 

 
10 

 
0 

Male 
 

Hypothyroid Patients 

Female 
 

Hyperthyroid Patients 

Thyroid Disorders in Age 
Groups 

20 

 
15 

 
10 

 
5 

 
0 

0--12 13--18 19--59 60 and 
above 

Hypothyroid Patients Hyperthyroid Patients 
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prevalence of thyroid disorders is increasing 

with age. Therefore, people should have been 

more conscious about thyroid function in 

adulthood. 

• Hypothyroid disorders are more prevalent in 

Females, but Hyperthyroid disorders are more 

prevalent in Males. 

• Most of the Thyroid patients have very little 

information about the disease like they don’t 

know name of the medicine, dosage, importance 

of continuing treatment, necessity of checking 

TSH regularly and also do not aware of the 

health problems associated with these disorders. 

 

VI Conclusion 

 

In India, Thyroid Disorders are on the rise. [1, 8] 

Approximately, 1 in 10 adults suffer from 

hypothyroidism. In Pune, 17.85 per cent prevalence of 

Thyroid Disorders is evaluated in a study conducted in 

2016. [8] But Thyroid Patients in Pune and Pimpri- 

Chinchwad have very little awareness about different 

types of Thyroid Disorders. There are many health and 

psychological problems that are associated with Thyroid 

disorders. [3, 4, 5, 6] Patient should be aware of these 

problems and should know how to cope with them. 

Healthcare Professionals should consider these problems 

when treating the patient for optimizing the treatment 

and enhancing the health- related quality of life of the 

patient. [3, 4] Following these changes, Thyroid Patients 

can be a step ahead in improving and maintaining their 

health status. 
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Founder President Message, STES 

 
 

STES‘ Sinhgad Institute of Management welcomes you all for the Faculty Development Program on 

―Machine Learning, Data Science and Deep Learning with Python‖ to be held in online mode in the 

first fortnight of July 2021. The theme of the Faculty Development Program centres around the latest 

topics for learning and research in the field of AI & Machine Learning, Data Science, Big Data 

Management and Analytics‘, Science of Cloud Data and Computing.The FDP promises of outstanding 

resources and tools those which will help render knowledge and in-depth insights. 

 The FDP will be a platform boasting of eminent educationists, entrepreneurs and technology experts 

across the globe. No one will leave without learning best practices, making new contacts and creating 

strong bonds of support. This FDP is being hosted by STES‘s SIOM Vadgaon, and is being sponsored 

by AICTE. 

I look forward to welcome you and to be a part of productive and fulfilling series of sessions. I am sure 

the aspirants will gain real knowledge from informative skill-building sessions and hands on training 

that would be imparted through online mode. 

I hope that all participants will enjoy and leave with pleasant memories at the end of the program. 

All the Best!!! 

Prof. M. N. Navale 

Founder President, STES 



Message from Founder Secretary, STES 

 

 

Faculty Development Program on ―Machine Learning, Data Science and Deep Learning with 

Python‖ is an amalgamation of IT and Management tracks where all the aspirant learners will come 

together and discuss and exchange knowledge on various subjects that have immense market value 

in today‘s era. It is noteworthy that, academicians, technologists and IT professionals all over the 

globe are coming to be facilitated through the course. This FDP provides a platform to impart 

knowledge in multidisciplinary fields such as AI and Machine Learning, Data Science and Deep 

Learning. 

Sinhgad Institutes have always worked from academic and research perspective in diverse fields of IT 

and Management which helps in culminating the academic brilliance across all the dimensions. 

I express my gratitude to AICTE for being the main sponsor for the Faculty Development Program 

in this important knowledge sharing endeavor.  

I extend my warm wishes to all the participants and faculty members who worked hard to make this 

FDP a grand success. 

 

Dr. (Mrs.) Sunanda M. Navale 

Founder Secretary, STES 
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Faculty Development Program on ―Machine Learning, Data Science and Deep Learning with Python‖ is 

a true reflection of progress that Sinhgad Institutes is making by aligning to current trends. The FDP is 

meant for faculty researchers, practitioners, management consultants, students, industry leaders and other 

experts to improvise on their analytical vision through the learning and suggest measures for meeting the 

evolving challenges. 

The exchange will hopefully benefit the aspiring learners in the relevant field. STES‘ Sinhgad Institutes is 

one of the largest educational conglomerates in western India with a vision towards creating excellence in 

all the spheres. 

Sinhgad Institutes have always endeavored towards providing quality education along with overall 

development of the individuals through Faculty Development Programs, Research Conferences and 

many other value-added programs. 

I congratulate everyone for attending this FDP and derive concrete outcomes!  

Mr. Rohit M. Navale 

Vice President (HR), STES



Message from Vice President (Admin.), STES 

 

 

Faculty Development Program on ―Machine Learning, Data Science and Deep Learning with Python‖ is 

a medium and stage for people from relevant fields to interact, discuss and deliberate on the recent 

trends in the above disciplines and to share their expertise and insights. The new revolution will harness 

mental and cognitive ability brought in by Artificial Intelligence and its associated branches and it is 

imperative for professionals to up-skill and re-skill themselves. 

Sinhgad Institutes is a national leader in imparting education and is recognized globally. It is an 

organization which is raising its global prominence through research and other allied activities and 

ensures that it stays ahead of time. 

To enhance its position, it has made an agreement with several international research bodies for 

strengthening its research base and embracing diversity. 

I wish you all the very best to showcase your talents and acquire tremendous knowledge from this 

Faculty Development Program. 

 

Mrs. Rachana Navale Ashtekar 

Vice President (Admin.), STES



Message from Sr. Director,  

Management Programme, STES 

 

Dear All, 

Sinhgad Institutes have been instrumental in imparting Quality Education with the help of its state-of-

the-art infrastructure and dedicated faculty members. Our success in the field of Research Projects, 

Industry tie-ups, Scholarships and Placements are well known in the academic circles. I believe there is 

always scope for improvement in whatever we do.  

As part of this initiative, a Faculty Development Programme (FDP) on ―Data Science, Machine Learning 

and Deep learning using Python‖ is being conducted for faculty, researchers, post graduate scholars in 

academia and industry. The purpose of conducting this 15 days‘ workshop is to provide a learning and 

hands-on-experience on applications using AI & ML techniques. Academicians and Industry experts are 

participating in a major way to deliver sessions that promote experiential learning and concrete course 

outcomes. I extend my support and best wishes to all the participants and hope that through this faculty 

development program there is adequate knowledge transfer and productive exchange in alignment to the 

current market trends. 

I welcome all the participants for the Faculty Development Program and wish them Happy Learning. 

Mr. G.K. Shahani,  

Sr. Director,  

Management Programme, STES 



Message from Director, STES Vadgaon (BK) 

 

Dear Participants,  

The Faculty Development Programme on ‗Data Science, Machine Learning and Deep Learning using 

Python‘ will help to disseminate the knowledge in the domain of data science and Machine learning. It 

empowers the participants to understand how data science can be used to innovate and improve the 

business processes. Machine Learning is a fast-growing field of Artificial Intelligence concerned with the 

study and design of computer algorithms for learning good representations of data, at multiple levels of 

abstraction. Since data is overwhelming, organizations are struggling to extract the powerful insights they 

need to make smarter business decisions. The participants will be trained using hands-on approach in 

order to have an in-depth insight into the domain of Data Sciences and expose them to the future scope. 

Wishing All the participants Happy Learning. 

Dr.  A. V. Deshpande 

Director,  

STES Vadgaon (BK), Pune, India 



Message from Director, SIOM 

 

It is my great pleasure to welcome you all to the Faculty Development Program on ―Machine Learning, 

Data Science and Deep Learning with Python‖ which is taking place in the beautiful city of Pune in 

Maharashtra, India in an online mode from 1 July -16 July 2021.  The FDP aims to bring together the 

professionals, industrialists, researchers, to discuss and learn the latest advents in the area of Data science 

and Analytics. 

The data science related areas such as machine learning, data analytics, AI, Cloud computing are trending 

and provide many new opportunities perspective to the aspirants. In the age where educational institutes 

are under growing pressure to reduce costs and increase efficiency/productivity analytics promises to be 

the important lens through which to view and plan for the change at the institution level. 

Wishing you ―All the Best‖ for the FDP. 

Dr. Daniel Penkar 

Director, SIOM



Message from Director, SIOM-MCA 

 

Dear Faculty Members, 

I take great pride in welcoming all the attendees for the Faculty Development Program on ―Machine 

Learning, Data Science and Deep Learning with Python‖. This FDP aims to provide an open forum for 

discussions on the themes as AI and Machine Learning, Deep Learning, Data Science, RPA and IoT. 

It gives opportunity to exchange the knowledge between the academics and various industry experts in 

the said field. The objective of this FDP is also to nurture research under the vertical of Data Science. 

Data Analytics has proved, since its beginnings, its importance in creating new information and in 

revealing hidden insights across different domains. This FDP provides a national forum for academia 

and industry to exchange and share their experiences, research results, and new ideas on hot and 

emerging topics such as data science and data analytics. 

On behalf of Sinhgad Institute of Management, I welcome you, and wish that the FDP could enrich you 

in the Data Science domain and associated branches. 

Dr. Chandrani Singh 

Director, SIOM-MCA



PREFACE 

Dear All, 

The Organizing Committee warmly welcomes our distinguished delegates and guests to the Faculty 

Development Program on ―Machine Learning, Data Science and Deep Learning with Python‖ to be held 

from 1st July - 16th July 2021 in Pune, Maharashtra, India. The FDP is sponsored by AICTE. This FDP 

aims on discussing present and future technologies in data science, machine learning and deep learning.  

This FDP is organized for creating avenues in learning through collaborations in the Data Science 

vertical and associated disciplines with faculty members and industry professionals from around the 

nation so that they can learn the leading-edge technologies, thereby expanding community‘s knowledge 

and insights for undertaking significant challenges that are currently being addressed. This proceeding 

comprises of contents prepared by the speakers and the faculty members. The FDP themes around 

Machine Learning, Data Science, Deep learning, RPA, Industrial IOT, and Strategic Mmanagement and 

Team building. The main goal of this event is to create a national scientific forum for exchange of new 

ideas in number of fields, interact through discussions with peers and constructive collaboration. 

All the submitted contents in the proceedings have been reviewed by the editorial board depending on 

the subject matter. Reviewing and initial selection were undertaken electronically. After the rigorous 

review process, the submitted contents were selected on the basis of originality, significance, and clarity 

for the purpose of the FDP. The FDP is extremely rich, featuring high-impact presentations. We are 

grateful to all those who have contributed to the success of this FDP. 

We hope that all participants and other interested readers benefit from the proceedings and FDP.  

With best wishes from 

 

Editorial Board FDP 2021    
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Machine learning 
Dr. Vidya Gavekar 

Prof. Rahul Navale 

Machine learning is a growing technology which enables computers to learn automatically from past data. 

Machine learning uses various algorithms for building mathematical models and making predictions using 

historical data or information. Currently, it is being used for various tasks such as image 

recognition, speech recognition, email filtering, Facebook auto-tagging, recommender system, and many 

more. 

Machine learning is a kind of artificial intelligence (AI) that provides computers the ability to understand 

and learn without any need for explicit programming. Machine learning comprises of algorithms to be 

trained using a given set of data, and utilize this training to predict the characteristics of any given data. 

The primary focus of Machine learning is on the development of computer pprograms that tend to 

change when exposed to any new data. 

Machine Learning is a computer algorithm that is able to adjust its own internal parameters using sample 

data, in order to be able to estimate/predict something useful for similar data. 

 

 

Fig 1.1: Process of Machine Learning 

Machine Learning today has all the attention it needs. Machine Learning can automate many tasks, 

especially the ones that only humans can perform with their innate intelligence. Replicating this 

intelligence can be achieved only with the help of machine learning.  

With the help of Machine Learning, businesses can automate routine tasks. It also helps in automating 

and quickly create models for data analysis. Various industries depend on vast quantities of data to 

optimize their operations and make intelligent decisions. Machine Learning helps in creating models that 



can process and analyze large amounts of complex data to deliver accurate results. These models are 

precise and scalable and function with less turnaround time. By building such precise Machine Learning 

models, businesses can leverage profitable opportunities and avoid unknown risks that are being 

witnessed on account of fourth industrial revolution. 

In order to derive meaningful insights from this data and learn from the way in which people and 

the system interface with the data, we need computational algorithms that can churn the data and 

provide us with results that would benefit us in various ways. 

Examples of Machine Learning are as follows: Search Engines as Google that are able to provide with 

appropriate search results based on browsing habits. Similarly, Netflix is capable of recommending the 

films or shows that one would want to watch based on the machine learning algorithms that perform 

predictions based on the history. 

Furthermore, machine learning has facilitated the automation of redundant tasks that have taken away 

the need for manual labor. All of this is possible due to the massive amount of data that one can generate 

on a daily basis. 

Machine Learning facilitates several methodologies to make sense of this data and provide an individual 

with steadfast and accurate results. 

Image recognition, text generation, and many other use-cases are finding applications in the real world. 

This is increasing the scope for machine learning experts to shine as a much sought-after professional.  

 

Fig 1.2: Working of Machine Learning Algorithm 

 

A machine learning model learns from the historical data fed to it and then builds prediction algorithms 

to predict the output for the new set of data that comes in as input to the system. The accuracy of these 

models depends on the quality and amount of input data. A large amount of data helps build a better 

model which predicts the output more accurately. 

Suppose there is a complex problem at hand that requires to perform certain predictions. Now, instead 

of writing a code, this problem could be solved by feeding the given data to generic machine learning 

algorithms. With the help of these algorithms, the machines develop the logic and predict the output. 

Machine learning has transformed the way one approaches the business and social problems. Below is a 



diagram that briefly explains the working of a machine learning model/ algorithm. The below block 

diagram explains the working of Machine Learning algorithm: 

 

Fig.1.3: Logical Process 

Traditional programming differs significantly from machine learning. In traditional programming, a 

programmer codes all the rules in consultation with an expert in the industry for which software is being 

developed. Each rule is based on a logical foundation; the machine will execute an output following the 

logical statement. When the system grows complex, more rules need to be written. It can quickly become 

unsustainable to maintain. 

Machine learning is supposed to overcome this issue. The machine learns how the input and output data 

are correlated and it writes a rule. The programmers do not need to write new rules each time when there 

is new data. The algorithms adapt in response to new data and experiences to improve efficacy over time. 

 

Fig 1.4: Processing of input and output 

Machine learning is the brain where all the learning takes place. The way the machine learns is similar to 

the human being. Humans learn from experience. The more is known, the more easily it  can be 

predicted. By analogy, when an unknown situation is faced, the likelihood of success is lower than the 

known situation. Machines are trained on the same. To make an accurate prediction, the machine sees an 



example when the machine is given a similar example, it can figure out the outcome. However, like a 

human, if its feed is a previously unseen example, the machine has difficulties to predict. 

The core objective of machine learning is the learning and inference. First of all, the machine learns 

through the discovery of patterns. One crucial aspect is to choose carefully which data to provide to the 

machine. The list of attributes used to solve a problem is called a feature vector. One can think of a 

feature vector as a subset of data that is used to tackle a problem. 

The machine uses some visualization algorithms to simplify the reality and transform this discovery into 

a model. The learning stage is used to describe the data and summarize it into a model. 

 

Fig 1.5: Learning Phase Model 

For instance, the machine is trying to understand the relationship between the wage of an individual and 

the likelihood to go to a fancy restaurant. It turns out the machine finds a positive relationship between 

wage and going to a high-end restaurant:  

Inference 

When the model is built, it is possible to test how powerful it is on never-seen-before data. The new data 

are transformed into a feature vector, subjected to the model and is generated prediction is there is no 

need to update the rules or train again the model. One can use the model previously trained to make 

inference on the new data. 

 

Fig 1.6: Prediction Model 



 

Fig 1.7: Steps of Machine Learning Model 

Once the algorithm gets good at drawing the right conclusions, it applies that knowledge to new sets of 

data. 

Using the right data-set while studying for machine learning or data science developments is a relatively 

tough job. And, to develop correct models, one needs large quantity of data. Following are some 

machine learning datasets that one can use to develop few projects. 

1. Mall Customer Data-set 

In the Mall customers data-set holds data about persons going in the mall. The data-set contains gender, 

customer id, age, yearly income, and expenditure score. It assembles perceptions from the statistics and 

group peoples based on their performance‘s. 

2. Iris Data-set 

The iris data-set is a well-known and user-friendly data-set that comprises information about the floret 

petal and sepal sizes. The data-set has 3 categories with 50 examples in each category, then it includes 150 

tuples with only 4 features. 

3. MNIST Data-set 

It includes a catalogue of handwritten numbers. It includes 60,000 training pictures and 10,000 testing 

pictures. This is a good dataset for applying picture sorting where one can categorize a number from 0 to 

9. 

 

Use the model to make a prediction 

Loop 4-7 until the results are satisfying 

Refine the algorithm 

Collect feedback 

Test the Algorithm 

Train algorithm 

Visualize data 

Collect data 

Define a question 



4. Titanic Data-set 

In this dataset Titanic boat descended and slaughtered 1502 travelers out of 2224. The dataset covers 

information like name, age, sex, number of siblings aboard, etc of about 891 passengers in the training 

set and 418 passengers in the testing set. 

5. Uber Pickup Data-set 

The data-set has data of 4.5 million uber cartridges in New York City from April 2014 to September 

2014 and 14million more from January 2015 to June 2015. Users can make data investigation and collect 

perceptions from the information. 

 Facts pre-processing in Machine Learning is a vital step that helps improve the value of data to 

encourage the abstraction of evocative visions from the data.  

 Data pre-processing in Machine Learning denote the method of making (cleaning and organizing) 

the data to make it appropriate for construction and training Machine Learning models.  

 Classically, practical data is imperfect, unpredictable, imprecise (contains errors or outliers), and 

frequently lacks specific attribute values or trends. This is where data pre-processing enters the 

scenario – it helps to clean, format, and organize the raw data, thereby making it ready-to-go for 

Machine Learning models. 

Steps in Data Pre-Processing in Machine Learning: 

There are seven significant steps in data pre-processing in Machine Learning is as follow 

1. Acquire the data-set 

 To figure and grow Machine Learning models, one must primarily obtain the relevant data-set. 

This data-set will comprise of data collected from manifold and dissimilar sources which are then 

mutual in a proper format to form a dataset.  

 Data-set arrangements differ according to use cases. For instance, a business data-set will be 

entirely different from a medical data-set. While a business data-set will contain relevant industry 

and business data, a medical data-set will include healthcare-related data. 

 There are several online sources from where datasets  can be downloaded 

like https://www.kaggle.com/uciml/datasets and https://archive.ics.uci.edu/ml/index.php. 

 Also, one can also create a data-set by collecting data via different Python APIs. Once the dataset 

is ready, you must put it in a CSV, or HTML, or XLSX file formats. 

2. Import the crucial libraries 

 The predefined Python libraries can achieve exact data pre-processing works. The three essential 

Python libraries used for this data pre-processing in Machine Learning are: 

 NumPy – NumPy is the important package for procedural calculation in Python. Hence, it is 

https://www.kaggle.com/uciml/datasets
https://archive.ics.uci.edu/ml/index.php


used for introducing any type of mathematical process in the code. Using NumPy, you can also 

add large multidimensional arrays and matrices in the code.  

 Pandas – Pandas is an excellent open-source Python library for data manipulation and analysis. 

It is extensively used for importing and managing the datasets. It packs in high-performance, 

easy-to-use data structures and data analysis tools for Python. 

 Matplotlib – Matplotlib is a Python 2D plotting library that is used to plot any type of charts in 

Python. It can deliver publication-quality figures in numerous hard copy formats and interactive 

environments across platforms (IPython shells, Jupyter notebook, web application servers, etc.).  

3. Identifying and handling the missing values 

In data pre-processing, it is pivotal to identify and correctly handle the missing values, failing to do this, 

one might draw inaccurate and faulty conclusions and inferences from the data. Basically, there are two 

ways to handle missing data. 

 Deleting a particular row 

In this method, remove a specific row that has a null value for a feature or a particular column where 

more than 75% of the values are missing. However, this method is not 100% efficient, and it is 

recommended that it is used only when the dataset has adequate samples. 

 Calculating the mean, median and mode 

This method is useful for features having numeric data like age, salary, year, etc. Here, one can calculate 

the mean, median, or mode of a particular feature or column or row that contains a missing value and 

replace the result for the missing value. 

 Encoding the categorical data 

Categorical data refers to the information that has specific categories within the data-set. In the dataset 

for example, there are two categorical variables – country and purchased using one-hot-encoding 

technique that convert categorical data into numeric data. 

4. Splitting the data-set 

 Every data-set for Machine Learning model must be split into two separate sets-training set and test 

set.  

 Training set denotes the subset of a dataset that is used for training the machine learning model.  

 Usually, the dataset is split into 70:30 ratio or 80:20 ratio. This means that you either take 70% or 

80% of the data for training the model while leaving out the rest 30% or 20%. The splitting process 

varies according to the shape and size of the data-set. 

5. Feature scaling 

 Feature scaling marks the end of the data pre-processing in Machine Learning. It is a method to 

standardize the independent variables of a dataset within a specific range. In other words, feature scaling 

limits the range of variables so that one can compare them on common grounds. 



There some variations of how to define the types of Machine Learning Algorithms but commonly they 

can be divided into categories according to their purpose and the main categories are the following: 

Supervised learning 

Unsupervised Learning 

1. Supervised Learning 

 Supervised Learning is a technique contains principles using categorized previous information and the 

algorithm shall forecast the tag for hidden or forthcoming data.  

 A supervised machine learning discoveries the underlying designs that yield the expected output to 

within acceptable degree of correctness. 

 In other words, using these prior known outputs, the machine learning algorithm studies from the 

past data and then produces an equation for the label or the value. This stage is called the training 

stage. 

 

Fig 1.8: Phases of Supervised Learning 

Phases of Supervised Learning 

 A Supervised Learning algorithm has the following set of responsibilities – information gathering, 

data preparation, modelling, model assessment, deployment, and monitoring. 

 Information gathering or collection at relevant data essential for the supervised learning algorithm. 

This data can be invented via activities like – transactions, demographics, inspections, etc. 

 Data Preparation is where we adapt and alter the data using the essential steps. It is highly vital to 

eliminate unsolicited data points and fill-in the contradictions in the data. This step confirms 

correctness. 

 Modeling or training stage where the association between label and other variables are recognized. 

 Deployment and monitoring happen on unseen data, a stage where the model is applied and outputs 



are produced. 

Commonly used Supervised Learning Algorithms: 

1. Linear Regression 

Linear Regression is a Machine Learning procedure that charts numeric involvements to numeric 

productions, by fitting a line into the data points. Simply put, Linear Regression is a way of model the 

association among one or more self-determining variables in a way that they come together to form a 

driving force for the reliant on numerical variable. It is typically identified by the linear equation: 

y = mx + c 

import pandas as pd 

import matplotlib. pyplot as plt 

%matplotlib inline 

df = pd. read_csv('Salary_Data_reg.csv') 

df. tail (10) 

df = pd. read_csv('Salary_Data_reg.csv') 

df. tail(10) 

plt.scatter(df['YearsExperience'], df['Salary']) 

plt.ylim([0,130000]) 

 

Fig 1.9: Linear Regression 

from sklearn.linear_model import LinearRegression 

model = LinearRegression () 

model.fit(df[['YearsExperience']], df['Salary']) 

model.intercept_ , model.coef_ 

type(df['YearsExperience']) 

https://www.analytixlabs.co.in/blog/linear-regression-machine-learning/


# How to predict salary for given experience? 

model.predict([[15],[20]]) 

'''x1, x2 = 0, 11 

y1,y2 = model.predict([[x1],[x2]]) 

y1,y2''' 

y1 = model.predict([[x1]])[0] 

y1 

x1,x2,y1,y2 

plt.plot([x1,x2],[y1,y2]) 

plt.scatter(df['YearsExperience'], df['Salary']) 

plt.ylim([0,130000]) 

 

Fig 1.10: Logistic Regression 

model.predict([[5]])[0] 

73042.01180594409 

model.predict([[x1],[x2]]) 

array ([ 25792.20019867, 129741.78573467]) 

2. Logistic Regression 

The Logistic Regression algorithm classifies a connection among variables and a class. It is classically uses 

to forecast an occasion class, wherever we take a predefined and known group of actions. The dependent 

variable is certainly a clear-cut variable but the inner working of the Logistic regression algorithm really 

converts the variable by making usage of a logit function, which calculates the log odds ratio for the 

events and hence construction a linear equation for the same. 

https://www.analytixlabs.co.in/blog/logistic-regression-in-r-explained-with-simple-examples/


 

Fig 1.11: Logistic Regression 

Algorithm: 

import numpy as np 

from sklearn.linear_model import LogisticRegression 

from sklearn.metrics import classification_report, confusion_matrix 

# Get data 

x = np.arange(10).reshape(-1, 1) 

y = np.array([0, 1, 0, 0, 1, 1, 1, 1, 1, 1]) 

# Create a model and train it 

model = LogisticRegression(solver='liblinear', C=10.0, random_state=0) 

model.fit(x, y) 

#  Evaluate the model 

p_pred = model.predict_proba(x) 

y_pred = model.predict(x) 

score_ = model.score(x, y) 

conf_m = confusion_matrix(y, y_pred) 

report = classification_report(y, y_pred) 

>>> print('x:', x, sep='\n') 

x: 

[[0] 

[1] 

[2] 

[3] 

[4] 

[5] 



[6] 

[7] 

[8] 

[9]] 

>>> print('y:', y, sep='\n', end='\n\n') 

y: 

[0 1 0 0 1 1 1 1 1 1] 

>>> print('intercept:', model.intercept_) 

intercept: [-1.51632619] 

>>> print('coef:', model.coef_, end='\n\n') 

coef: [[0.703457]] 

>>> print('p_pred:', p_pred, sep='\n', end='\n\n') 

p_pred: 

[[0.81999686 0.18000314] 

[0.69272057 0.30727943] 

[0.52732579 0.47267421] 

[0.35570732 0.64429268] 

[0.21458576 0.78541424] 

[0.11910229 0.88089771] 

[0.06271329 0.93728671] 

[0.03205032 0.96794968] 

[0.0161218  0.9838782 ] 

[0.00804372 0.99195628]] 

>>> print('y_pred:', y_pred, end='\n\n') 

y_pred: [0 0 0 1 1 1 1 1 1 1] 

>>> print('score_:', score_, end='\n\n') 

score_: 0.8 

>>> print('conf_m:', conf_m, sep='\n', end='\n\n') 

conf_m: 

[[2 1] 



[1 6]] 

>>> print('report:', report, sep='\n') 

report: 

precision    recall  f1-score   support 

0       0.67      0.67      0.67         3 

1       0.86      0.86      0.86         7 

accuracy                           0.80        10 

macro avg       0.76      0.76      0.76        10 

weighted avg       0.80      0.80      0.80        10 

In this case, the score (or accuracy) is 0.8. There are two observations classified incorrectly. One of them 

is a false negative, while the other is a false positive. 

The figure below illustrates this example with eight correct and two incorrect predictions: 

 

This figure reveals one important characteristic of this example. Unlike the previous one, this problem 

is not linearly separable. That means onecan‘t find a value of y and draw a straight line to separate the 

observations with y=0 and those with y=1. There is no such line.  

3. Support Vector Machines (SVM) 

This algorithm is mainly used for classification but can also be used for regression tasks. In this 

algorithm, each data item is plotted as a point in n-dimensional space, where n denotes the number of 

features one have, with the value of each feature as the value of a particular coordinate.  

The objective of SVM is to draw a line that best separates the two classes of data points. 

SVM generates a line that can cleanly separate the two classes. There are many possible ways of drawing 

a line that separates the two classes, however, in SVM, it is determined by the margins and the support 

vectors. 

https://files.realpython.com/media/log-reg-8.3d1dab72e105.png


Let‘s use the same dataset of apples and oranges. We will consider the Weights and Size for 20 each.  

Importing the dataset 

import pandas as pd 

data = pd.read_csv("apples_and_oranges.csv") 

 

Fig. 1.12: Splitting the dataset into training and test samples 

 

from sklearn.model_selection import train_test_split 

training_set, test_set = train_test_split(data, test_size = 0.2, random_state = 1) 

Classifying the predictors and target 

X_train = training_set.iloc[:,0:2].values 

Y_train = training_set.iloc[:,2].values 

X_test = test_set.iloc[:,0:2].values 

Y_test = test_set.iloc[:,2].values 

 

Initializing Support Vector Machine and fitting the training data 

from sklearn.svm import SVC 

classifier = SVC(kernel='rbf', random_state = 1) 

classifier.fit(X_train,Y_train) 

Predicting the classes for test set 

Y_pred = classifier.predict(X_test) 

Attaching the predictions to test set for comparing 

test_set["Predictions"] = Y_pred 

Comparing the actual classes and predictions 

https://www.analyticsindiamag.com/wp-content/uploads/2019/06/data_applesvsoranges.png


Let‘s have a look at the test_set: 

 

Comparing the ‗Class‘ and ‗Predictions‘ column we find that only one of the 8 predictions has gone 

wrong. 

Calculating the accuracy of the predictions 

We will calculate the accuracy using the confusion matrix as follows : 

from sklearn.metrics import confusion_matrix 

cm = confusion_matrix(Y_test,Y_pred) 

accuracy = float(cm.diagonal().sum())/len(Y_test) 

print("\nAccuracy Of SVM For The Given Dataset : ", accuracy) 

Output: 

Accuracy Of SVM For The Given Dataset :  0.875 

Visualizing the classifier 

Before we visualize we might need to encode the classes ‗apple‘ and ‗orange‘ into numerical. We can 

achieve that using the label encoder. 

from sklearn.preprocessing import LabelEncoder 

le = LabelEncoder() 

Y_train = le.fit_transform(Y_train) 

After encoding , fit the encoded data to the SVM 

from sklearn.svm import SVC 

classifier = SVC(kernel='rbf', random_state = 1) 

classifier.fit(X_train,Y_train) 

Let‘s Visualize! 

import numpy as np 

import matplotlib.pyplot as plt 

from matplotlib.colors import ListedColormap 

https://www.analyticsindiamag.com/wp-content/uploads/2019/06/actual_vs_predictions.png


plt.figure(figsize = (7,7)) 

X_set, y_set = X_train, Y_train 

X1, X2 = np.meshgrid(np.arange(start = X_set[:, 0].min() - 1, stop = X_set[:, 0].max() + 1, step = 0.01), 

np.arange(start = X_set[:, 1].min() - 1, stop = X_set[:, 1].max() + 1, step = 0.01)) 

plt.contourf(X1, X2, classifier.predict(np.array([X1.ravel(), X2.ravel()]).T).reshape(X1.shape), alpha = 

0.75, cmap = ListedColormap(('black', 'white'))) 

plt.xlim(X1.min(), X1.max()) 

plt.ylim(X2.min(), X2.max()) 

for i, j in enumerate(np.unique(y_set)): 

plt.scatter(X_set[y_set == j, 0], X_set[y_set == j, 1], c = ListedColormap(('red', 'orange'))(i), label = j) 

plt.title('Apples Vs Oranges') 

plt.xlabel('Weight In Grams') 

plt.ylabel('Size in cm') 

plt.legend() 

plt.show() 

Output : 

 

Fig 1.13: SVM 

The above image shows the plotting of the training set after fitting the training data to the classifier. The 

border that separates both the white and black colours represent the Maximum Margin Hyperplane or 

Line in this case. 

According to the SVM classifier, any new data point that falls within the white region is classified as 

oranges (denoted in orange colour) and any data point that falls in black region is classified as 

apples(denoted in red colour). 

Visualizing the predictions 

import numpy as np 

import matplotlib.pyplot as plt 

from matplotlib.colors import ListedColormap 

https://www.analyticsindiamag.com/wp-content/uploads/2019/06/apples_oranges_svm1.png


plt.figure(figsize = (7,7)) 

X_set, y_set = X_test, Y_test 

X1, X2 = np.meshgrid(np.arange(start = X_set[:, 0].min() - 1, stop = X_set[:, 0].max() + 1, step = 

0.01),np.arange(start = X_set[:, 1].min() - 1, stop = X_set[:, 1].max() + 1, step = 0.01)) 

plt.contourf(X1, X2, classifier.predict(np.array([X1.ravel(), X2.ravel()]).T).reshape(X1.shape),alpha = 

0.75, cmap = ListedColormap(('black', 'white'))) 

plt.xlim(X1.min(), X1.max()) 

plt.ylim(X2.min(), X2.max()) 

for i, j in enumerate(np.unique(y_set)): 

plt.scatter(X_set[y_set == j, 0], X_set[y_set == j, 1],c = ListedColormap(('red', 'orange'))(i), label = j) 

plt.title('Apples Vs Oranges Predictions') 

plt.xlabel('Weight In Grams') 

plt.ylabel('Size in cm') 

plt.legend() 

plt.show() 

Output: 

 

Fig 1.14: Apples Vs Oranges prediction 

In the above image we can see that one of the orange data points is lying outside of the white region. 

This represents the false prediction that we saw earlier while comparing the actual test set classes and the 

predicted classes. 

4. Decision Trees 

https://www.analyticsindiamag.com/wp-content/uploads/2019/06/apples_oranges_svm_predictions.png


It includes non-parametric supervised learning method that can be used for both Sorting and Regression 

problems, by recognizing appropriate approaches to divided information based on numerous 

circumstances into a tree-like assembly. The conclusion box is to forecast an occurrence or a value by 

leveraging the circumstances. 

The tree-like construction is really a graph where the nodes represent an underlying question about an 

attribute, the edges which typically contain the answers and the leaves represent the output which, can be 

a value or a class. Thus, allowing us to predict values and events. The procedure usually follows a top-

down method, by choosing a variable at each step which can split the next set of data items and usually 

represented by a metric such as GINI impurity, Information Gain, Variance Reduction, etc. to measure 

the best approach for splitting. 

Is a Person Fit? 

 

Fig 1.15: Decision Tree 

import pandas as pd 

import matplotlib. pyplot as plt 

df = pd. read_csv('Social_Net_class.csv') 

df.head() 

 User ID Gender Age Estimated Salary Purchased 

0 15624510 Male 19 19000 0 

1 15810944 Male 35 20000 0 

2 15668575 Female 26 43000 0 

3 15603246 Female 27 57000 0 

4 15804002 Male 19 76000 0 

X = df[['Age','EstimatedSalary']] 

y = df['Purchased'] 

from sklearn.model_selection import train_test_split 

X_train,X_test, y_train,y_test=train_test_split(X,y,test_size=0.25, random_state=91) 

X_test.shape 

(100, 2) 



from sklearn. tree import DecisionTreeClassifier 

model = DecisionTreeClassifier () 

model.fit(X_train,y_train) 

model. score(X_test,y_test), model.score(X_train,y_train) 

(0.84, 0.9933333333333333) 

plt.scatter(X_test['Age'],X_test['EstimatedSalary']) 

 

Fig 1.16: Scatter Plot 

import numpy as np 

plot_data = [] 

for x in range(X_test['Age'].min()*10,X_test['Age'].max()*10,5): 

    for y in range(X_test['EstimatedSalary'].min(),X_test['EstimatedSalary'].max(),1350): 

        plot_data.append([x/10,y]) 

plot_data = np.array(plot_data) 

(X_test['EstimatedSalary'].max() - X_test['EstimatedSalary'].min())/100 

plot_data[50:150] 

y_pre=model.predict(plot_data) 

y_pre 



array([0, 0, 0, ..., 1, 1, 1], dtype=int64) 

class_0 = plot_data[y_pre==0] 

class_1 = plot_data[y_pre==1] 

plt.scatter(class_0[:,0],class_0[:,1],c='red') 

plt.scatter(class_1[:,0],class_1[:,1],c='blue') 

 

Fig 1.17: Plot Data 

class_0 = plot_data[y_pre==0] 

class_1 = plot_data[y_pre==1] 

plt.scatter(class_0[:,0],class_0[:,1],c='red',alpha=0.2) 

plt.scatter(class_1[:,0],class_1[:,1],c='blue',alpha=0.2) 

class_0_tr = X_train[y_train==0] 

class_1_tr = X_train[y_train==1] 

plt.scatter(class_0_tr['Age'],class_0_tr['EstimatedSalary'],c='red') 

plt.scatter(class_1_tr['Age'],class_1_tr['EstimatedSalary'],c='blue') 



 

model. score(X_train,y_train) 

0.9933333333333333 

from sklearn.metrics import confusion_matrix 

confusion_matrix(y_test,model.predict(X_test)) 

model.predict([[40,40000],[55,65000]]) 

model_1 = DecisionTreeClassifier (max_depth=4, min_samples_leaf=4,random_state=10) 

model_1.fit(X_train,y_train) 

model_1.score(X_test,y_test), model_1.score(X_train,y_train) 

(0.88, 0.9233333333333333) 

2. Unsupervised Learning: 

Unsupervised culture is a kind of Machine Learning algorithm that includes drill a machine classically 

using unlabeled figures, and that procedures the main point of alteration with supervised machine 

learning procedures which classically use labeled data. In this form of machine learning, we let the 

algorithm to self-discover the fundamental designs, similarities, equations, and relations in the data 

without adding any bias from the users‘ end. Although the end result of these is totally random and 

cannot be controlled, Unsupervised Learning discoveries its residence is advanced exploratory data 

analysis and particularly, Cluster Analysis. 



 

Fig 1.18: Unsupervised Learning 

Frequently used Unsupervised Learning Algorithms: 

1. The k-means Clustering 

The k-means clustering is a development that aids to divide the data points or explanations into k 

unknown clusters in such a method that each remark definitely fits to a cluster. This cluster associativity 

is strongminded by the nearness of that data point with the adjacent mean, otherwise known as cluster 

centroid. Due to the connection of nearness measure in the data, various distance algorithms are used in 

the process to measure the familiarity of data to the cluster center. 

 

Fig 1.19: k-means Clustering 

The only and main disadvantage of xk-means is the detail that the algorithm cannot start without the user 

specifying the required number of clusters apriori. Added to that, there is no mathematical or technical 

method to control the optimal number of clusters. The application typically happens based on the trial 

and error method, where a set of ―K‖ values are measured originally and the best one is chosen 

according to the empirical information. 

Contempt that disadvantage, k-means is one of the most simpler, yet powerful algorithms that has been 

functional to many business cases, like customer Segmentation, image Segmentation, text segmentation 

etc. 

import pandas as pd 

import matplotlib. pyplot as plt 

df = pd. read_csv('../../Downloads/Mall_Customers.csv') 



df.head() 

 CustomerID Genre Age Annual Income (k$) Spending Score (1-100) 

0 1 Male 19 15 39 

1 2 Male 21 15 81 

2 3 Female 20 16 6 

3 4 Female 23 16 77 

4 5 Female 31 17  

X = df[['Annual Income (k$)','Spending Score (1-100)']] 

X 

plt. scatter (X['Annual Income (k$)'], X['Spending Score (1-100)']) 

 

Fig 1.22 Applications of Machine Learning 

from sklearn. cluster import KMeans 

model = KMeans(n_clusters=5) 

model.fit(X) 

model.cluster_centers_ 

array([[88.2       , 17.11428571], 

       [25.72727273, 79.36363636], 

       [55.2962963 , 49.51851852], 

       [26.30434783, 20.91304348], 



       [86.53846154, 82.12820513]]) 

cluster_number = model. predict(X) 

len(cluster_number) 

200 

len(X) 

200 

c0 = X[cluster_number==0] 

c1 = X[cluster_number==1] 

c2 = X[cluster_number==2] 

c3 = X[cluster_number==3] 

c4 = X[cluster_number==4] 

plt.scatter(c0['Annual Income (k$)'], c0['Spending Score (1-100)'],c='red') 

plt.scatter(c1['Annual Income (k$)'], c1['Spending Score (1-100)'],c='blue') 

plt.scatter(c2['Annual Income (k$)'], c2['Spending Score (1-100)'],c='yellow') 

plt.scatter(c3['Annual Income (k$)'], c3['Spending Score (1-100)'],c='cyan') 

plt.scatter(c4['Annual Income (k$)'], c4['Spending Score (1-100)'],c='green') 

 

Machine learning is a buzzword for today's technology, and it is growing very rapidly day by day. We are 

using machine learning in our daily life even without knowing it such as Google Maps, Google assistant, 

Alexa, etc. Below are some most trending real-world applications of Machine Learning:  
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Deep Learning 

Mr. Vivek Nikam 

Prof. Monalisa Bhinge 

Prof. Ankush Kudale     

Data has become much more pervasive. We are living in the age of big data and the algorithms need 

huge amounts of data to succeed.  Intelligence is the ability to process information to inform future 

decisions. Artificial Intelligence is the field which focuses on building algorithms required to process the 

information. Machine Learning is a subset of AI specifically that focuses on actually teaching an algo how 

to do this without being explicitly programmed to do the task at hand. Data Learning is a subset of ML 

which takes this idea even a step further and says how we can automatically extract the useful pieces of 

information needed to inform those future predictions or make a decision. It is the way to extract useful 

pattern from the data in an automated way with a little human effort required.  

2.2 History of Deep learning Ideas and Milestones 

1943: McCulloch Pitts Neuron (Neural networks) – Beginning 

1957: Frank Rosenblatt creates Perceptron 

1974-86: Backpropagation, RBM, RNN 

1989-98: CNN, MNIST, LSTM, Bidirectional RNN 

2006: ―Deep Learning‖, DBN 

2009: ImageNet 

2012: AlexNet, Dropout 

2014: GANs 

2014: DeepFace 

2016: AlphaGo 

2017: AlphaZero, Capsule Networks 

2018: BERT 

2.3 History of Deep learning Tools 

       1960: Mark 1 Perceptron 

       2002: Torch 

       2007: CUDA 

       2008: Theano 



      2014: Caffe 

      2011: DistBelief 

      2015: TensorFlow 0.1 

      2017: PyTorch 0.1 

      2017: TensorFlow 1.0 

      2017: PyTorch 1.0 

      2019: TensorFlow 2.0 

If we want to understand why Deep learning, then we need to understand traditional ML. ML algorithms 

are defined as set of rules or features in the data.  

 

Fig 2.1 Example of a DIGIT 

Let us consider a simple example, handwritten digit 5 as the input to which is given to machine learning 

system or neural network system. In the diagram the hand written number is the input & the output is 

the number that is the same digit. In the above example we have used TensorFlow a popular deep 

learning tool box to implement the algorithms. TensorFlow is an automated tool which extracts useful 

patterns from data with little human intervention. So, with small 6 little pieces of code, we can train a 

neural network or a machine learning system that can understand what the image is. Steps are as follows: 

 Import the library TensorFlow (Deep Learning Library) 

 Import the data set MNIST 

 Stack on top of each other all the neural network layer as a hidden layer, an input layer and the 

output layer  

 Training the model as model fit 

 Evaluate the model with the help of a testing data set 



 Predict what is in the image 

Deep Learning is Representation Learning 

Deep Learning as the meaning goes is the ability to form higher level of abstractions of representations 

in data and raw patterns. Higher & higher levels of understanding of patterns and those representations 

are extremely important and effective for being able to interpret data. Under certain representations data 

is trivial to understand.   

 

Fig 2.1: Trivial example of representation 

So, in the below example the task of drawing a line under polar coordinates is trivial, under Cartesian 

coordinates is very difficult or almost impossible to do accurately. So, DL with ML in general is forming 

representations that map the topology. So, whatever the topology is, the problem is map it in such a way 

that the final representation is trivial to work with, trivial to classify, trivial to perform regression, trivial 

to generate new samples of that data. Higher levels of representation are the vision of artificial 

intelligence. 

 

Fig 2.2: Representation Matters 

 

Fig 2.3 Why Deep Learning? Scalable with Machine Learning and Artificial Intelligence 

Deep Learning is revolutionizing across fields from robotics to medicine. Deep Learning is the ability to 

remove the efforts of human expert. DL automates much of the extractions from the raw data and form 

representations from the raw data without the need of human involvement. The automated extraction of 

the features enables us to work with larger data sets without human experts.   

 



2.4 Logical Computations with Neurons: 

Warren McCulloch and Walter Pitts proposed a very simple model of the biological neuron, which 

later became known as an artificial neuron: it has one or more binary (on/off) inputs and one binary 

output. The artificial neuron simply activates its output when more than a certain number of its 

inputs are active. McCulloch and Pitts showed that even with such a simplified model it is possible 

to build a network of artificial neurons that computes any logical proposition you want. For 

example, let's build a few ANNs that perform various logical computations (see Fig.3), assuming 

that a neuron is activated when at least two of its inputs are active. 

 

Fig 2.4: ANNs performing simple logical computations 

The first network on the left is simply the identity function: if neuron A is activated, then neuron C 

gets activated as well (since it receives two input signals from neuron A), but if neuron A is off, 

then neuron C is off as well. 

The second network performs a logical AND: neuron C is activated only when both neurons A 

and B are activated (a single input signal is not enough to activate neuron C). 

The third network performs a logical OR: neuron C gets activated if either neuron A or neuron B 

is activated (or both). 

Finally, if we suppose that an input connection can inhibit the neuron's activity (which is the case 

with biological neurons), then the fourth network computes a slightly more complex logical 

proposition: neuron C is activated only if neuron A is active and if neuron B is off. If neuron A is 

active all the time, then you get a logical NOT: neuron C is active when neuron B is off, and vice 

versa. 

You can easily imagine how these networks can be combined to compute complex logical 

expressions (see the exercises at the end of the chapter). 

2.5 The Perceptron: 

The Perceptron is one of the simplest ANN architectures, invented in 1957 by Frank Rosenblatt. It is 

based on a slightly different artificial neuron (see Fig.4) called a threshold logic unit (TLU), or 

sometimes a linear threshold unit (LTU): the inputs and output are now numbers (instead of binary 

on/off values) and each input connection is associated with a weight. The TLU computes a 

weighted sum of its inputs (z = w, x, + w2 x2 + • + wn xr, = xT w), then applies a step function to that 

sum and outputs the result: hw(x) = step(z), where z = xT W. 



 

Fig 2.5: Threshold logic unit 

The most common step function used in Perceptron‘s is the Heaviside step function (see Equation. 

1). Sometimes the sign function is used instead. 

Equation. 1 Common step functions used in Perceptrons 

 

A single TLU can be used for simple linear binary classification. It computes a linear combination of the 

inputs and if the result exceeds a threshold, it outputs the positive class or else outputs the negative 

class (just like a Logistic Regression classifier or a linear SVM). For example, you could use a single 

TLU to classify iris flowers based on the petal length and width (also adding an extra bias feature xo = 1, 

just like we did in previous chapters). Training a TLU in this case means finding the right values for w o, 

w1, and w2 (the training algorithm is discussed shortly). 

A Perceptron is simply composed of a single layer of TLUs,6 with each TLU connected to all the inputs. 

When all the neurons in a layer are connected to every neuron in the previous layer (i.e., its input 

neurons), it is called a fully connected layer or a dense layer. To represent the fact that each input is 

sent to every TLU, it is common to draw special passthrough neurons called input neurons: they just 

output whatever input they are fed. All the input neurons form the input layer. Moreover, an extra 

bias feature is generally added (x0 = 1): it is typically represented using a special type of neuron called 

a bias neuron, which just outputs 1 all the time. A Perceptron with two inputs and three outputs is 

represented in Figure 10-5. This Perceptron can classify instances simultaneously into three different 

binary classes, which makes it a multi- 

output classifier.  

 

Fig 2.6: Perceptron diagram 



Thanks to the magic of linear algebra, it is possible to efficiently compute the outputs of a layer of 

artificial neurons for several instances at once, by using Equation. 2: 

Equation. 2 Computing the outputs of a fully connected layer  

h w b(X) = Φ(XW + b) 

As always, X represents the matrix of input features. It has one row per instance, one column per 

feature. 

The weight matrix W contains all the connection weights except for the ones from the bias 

neuron. It has one row per input neuron and one column per artificial neuron in the layer. 

The bias vector b contains all the connection weights between the bias neuron and the artificial 

neurons. It has one bias term per artificial neuron. 

The function 0 is called the activation function: when the artificial neurons are TLUs, it is a step 

function (but we will discuss other activation functions shortly). 

So how is a Perceptron trained? The Perceptron training algorithm proposed by Frank Rosenblatt 

was largely inspired by Hebb's rule. In his book The Organization of Behavior, published in 1949, Donald 

Hebb suggested that when a biological neuron often triggers another neuron, the connection 

between these two neurons grows stronger. This idea was later summarized by Siegrid Lowel in 

this catchy phrase: "Cells that fire together, wire together:' This rule later became known as Hebb's 

rule (or Hebbian learning); that is, the connection weight between two neurons is increased 

whenever they have the same output. Perceptrons are trained using a var iant of this rule that takes 

into account the error made by the network; it reinforces connections that help reduce the error. 

More specifically, the Perceptron is fed one training instance at a time, and for each instance it makes 

its predictions. For every output neuron that produced a wrong prediction, it reinforces the 

connection weights from the inputs that would have contributed to the correct prediction. The 

rule is shown in Equation. 3. 

Equation. 3. Perceptron learning rule (weight update) 

 

wi,, is the connection weight between the ith input neuron and the J11 output neuron. 

xi is the ith input value of the current training instance. 

Yi is the output of the jth output neuron for the current training instance. 

yj is the target output of the fh output neuron for the current training instance. 

ri is the learning rate. 

The decision boundary of each output neuron is linear, so Perceptrons are incapable of learning 

complex patterns (just like Logistic Regression classifiers). However, if the training instances are linearly 

separable, Rosenblatt demonstrated that this algorithm would converge to a solution.' This is called the 

Perceptron convergence theorem. 



Scikit-Learn provides a Perceptron class that implements a single TLU network. It can be used 

pretty much as you would expect—for example, on the iris dataset  

import numpy as np 

from sklearn.datasets import load_iris 

from sklearn.linear_model import Perceptron 

iris = load_iris() 

X = iris data[:, (2, 3)] # petal length, petal width  

y = (iris target == 0).astype(npAnt) # Iris Setosa? 

per_clf = Perceptron ()  

per_clf.fit(X, y) 

 

y_pred = per_clf.predicta[2, 0.5]]) 

You may have noticed the fact that the Perceptron learning algorithm strongly resembles Stochastic 

Gradient Descent. In fact, Scikit-Learn's Perceptron class is equivalent to using an SGDClassifier 

with the following hyperparameters: loss="perceptron", learning_rate="constant", eta0=1 (the 

learning rate), and penalty=None (no regularization). 

Note that contrary to Logistic Regression classifiers, Perceptrons do not output a class probability; rather, 

they just make predictions based on a hard threshold. This is one of the good reasons to prefer 

Logistic Regression over Perceptrons. 

In their 1969 monograph titled Perceptrons, Marvin Minsky and Seymour Papert highlighted a 

number of serious weaknesses of Perceptrons, in particular the fact that they are incapable of solving 

some trivial problems (e.g., the Exclusive OR (XOR) classification problem; see the left side of 

Figure. 6). Of course this is true of any other linear classification model as well (such as Logistic 

Regression classifiers), but researchers had expected much more from Perceptrons, and their 

disappointment was great, and many researchers dropped neural networks altogether in favor of 

higher-level problems such as logic, problem solving, and search. 

However, it turns out that some of the limitations of Perceptrons can be eliminated by stacking multiple 

Perceptrons. The resulting ANN is called a Multi-Layer Perceptron (MLP). In particular, an MLP can 

solve the XOR problem, as you can verify by computing the output of the MLP represented on the 

right of Figure. 6: with inputs (0, 0) or (1, 1) the network outputs 0, and with inputs (0, 1) or (1, 0) it 

outputs 1. All connections have a weight equal to 1, except the four connections where the weight is 

shown. Try verifying that this network indeed solves the XOR problem! 



 

Fig 2.7: XOR classification problem and an MLP that solves it 

2.6 Multi-Layer Perceptron and Backpropagation: 

An MLP is composed of one (pass through) input layer, one or more layers of TLUs, called hidden 

layers, and one final layer of TLUs called the output layer (see Figure 10-7). The layers close to 

the input layer are usually called the lower layers, and the ones close to the outputs are usually 

called the upper layers. Every layer except the output layer includes a bias neuron and is fully 

connected to the next layer. 

 

Fig 2.8: Multi-Layer Perceptron 

The signal flows only in one direction (from the inputs to the outputs), so this architecture is an 

example of a feed forward neural network (FNN). When an ANN contains a deep stack of hidden 

layers8, it is called a deep neural network (DNN). The field of Deep Learning studies DNNs, and more 

generally models containing deep stacks of computations. However, many people talk about Deep 

Learning whenever neural networks are involved (even shallow ones). 

For many years researchers struggled to find a way to train MLPs, without success. But in 1986, 

David Rumelhart, Geoffrey Hinton and Ronald Williams published a groundbreaking paper9 

introducing the backpropagation training algorithm, which is still used today. In short, it is simply 

Gradient using an efficient technique for computing the gradients automatically10: in just two passes 

through the network (one forward, one backward), the backpropagation algorithm is able to compute the 

gradient of the network's error with regards to every single model parameter. In other words, it can find 

out how each connection weight and each bias term should be tweaked in order to reduce the error. Once 



it has these gradients, it just performs a regular Gradient Descent step, and the whole process is 

repeated until the network converges to the solution. 

 

Automatically computing gradients is called automatic differentiation, or autodiff. There 

are various autodiff techniques, with different pros and cons. The one used by 

backpropagation is called reverse-mode autodiff. It is fast and precise, and is well 

suited when the function to differentiate has many variables (e.g., connection weights) 

and few outputs (e.g., one loss). If you want to learn more about autodiff, check out ???. 

 

Let's run through this algorithm in a bit more detail: 

 It handles one mini-batch at a time (for example containing 32 instances each), and it goes through 

the full training set multiple times. Each pass is called an epoch, as we saw in  

 Each mini-batch is passed to the network's input layer, which just sends it to the first hidden layer. The 

algorithm then computes the output of all the neurons in this layer (for every instance in the mini-

batch). The result is passed on to the next layer, its output is computed and passed to the next layer, 

and so on until we get the output of the last layer, the output layer. This is the forward pass: it is 

exactly like making predictions, except all intermediate results are preserved since they are needed 

for the backward pass. 

 Next, the algorithm measures the network's output error (i.e., it uses a loss function that compares the 

desired output and the actual output of the network, and returns some measure of the error). 

 Then it computes how much each output connection contributed to the error. This is done 

analytically by simply applying the chain rule (perhaps the most fundamental rule in calculus), which makes 

this step fast and precise. 

 The algorithm then measures how much of these error contributions came from each connection in 

the layer below, again using the chain rule—and so on until the algorithm reaches the input layer. As 

we explained earlier, this reverse pass efficiently measures the error gradient across all the connection 

weights in the network by propagating the error gradient backward through the network (hence 

the name of the algorithm). 

 Finally, the algorithm performs a Gradient Descent step to tweak all the connection weights in 

the network, using the error gradients it just computed. 

This algorithm is so important, it's worth summarizing it again: for each training instance the 

backpropagation algorithm first makes a prediction (forward pass), measures the error, then goes through 

each layer in reverse to measure the error contribution from each connection (reverse pass), and finally 

slightly tweaks the connection weights to reduce the error (Gradient Descent step). 

It is important to initialize all the hidden layers' connection weights randomly, or else training will fail. For 

example, if you initialize all weights and biases to zero, then all neurons in a given layer will be perfectly 

identical, and thus backpropagation will affect them in exactly the same way, so they will remain identical. In 

other words, despite having hundreds of neurons per layer, your model will act as if it had only one 

neuron per layer: it won't be too smart. If instead you randomly initialize the weights, you break the 

symmetry and allow backpropagation to train a diverse team of neurons. 

In order for this algorithm to work properly, the authors made a key change to the MLP's 



architecture: they replaced the step function with the logistic function, u(z) = 1 / (1 + exp(-z)). This 

was essential because the step function contains only flat segments, so there is no gradient to work 

with (Gradient Descent cannot move on a flat surface), while the logistic function has a well-defined 

nonzero derivative everywhere, allowing Gradient Descent to make some progress at every step. In 

fact, the backpropagation algorithm works well with many other activation functions, not just the 

logistic function. Two other popular activation functions are: 

The hyperbolic tangent function tanh(z) = 2o-(2z) - 1 

Just like the logistic function it is S-shaped, continuous, and differentiable, but its output value ranges 

from -1 to 1 (instead of 0 to 1 in the case of the logistic function), which tends to make each layer's 

output more or less centered around 0 at the beginning of training. This often helps speed up 

convergence. 

The Rectified Linear Unit function: ReLU(z) = max(0, z) 

It is continuous but unfortunately not differentiable at z = 0 (the slope changes abruptly, which 

can make Gradient Descent bounce around), and its derivative is 0 for z < 0. However, in practice it 

works very well and has the advantage of being fast to compute". Most importantly, the fact that it 

does not have a maximum output value also helps reduce some issues during Gradient Descent 

(we will come back to this in Chapter 11). 

These popular activation functions and their derivatives are represented in Figure 10-8. But wait! Why do 

we need activation functions in the first place? Well, if you chain several linear transformations, all you get 

is a linear transformation. For example, say f(x) = 2 x + 3 and g(x) = 5 x - 1, then chaining these two 

linear functions gives you another linear function: f(g(x)) = 2(5 x - 1) + 3 = 10 x + 1. So if you don't have 

some non-linearity between layers, then even a deep stack of layers is equivalent to a single layer: you 

cannot solve very complex problems with that. 

Okay! So now you know where neural nets came from, what their architecture is and how to compute 

their outputs, and you also learned about the backpropagation algorithm. But what exactly can you do 

with them? 

2.7 Regression MLPs: 

First, MLPs can be used for regression tasks. If you want to predict a single value (e.g., the price of a 

house given many of its features), then you just need a single output neuron: its output is the 

predicted value. For multivariate regression (i.e., to predict multiple values at once), you need one 

output neuron per output dimension. For example, to locate the center of an object on an image, 

you need to predict 2D coordinates, so you need two output neurons. If you also want to place a 

bounding box around the object, then you need two more numbers: the width and the height of the 

object. So you end up with 4 output neurons. In general, when building an MLP for regression, you 

do not want to use any activation function for the output neurons, so they are free to output any 

range of values. However, if you want to guarantee that the output will always be positive, then you 

can use the ReLU activation function, or the softplus activation function in the output layer. Finally, if 

you want to guarantee that the predictions will fall within a given range of values, then you can use 

the logistic function or the hyperbolic tangent, and scale the labels to the appropriate range: 0 to 1 for 

the logistic function, or -1 to 1 for the hyperbolic tangent. 



The loss function to use during training is typically the mean squared error, but if you have a lot of 

outliers in the training set, you may prefer to use the mean absolute error instead. Alternatively, 

you can use the Huber loss, which is a combination of both. 

 

The Huber loss is quadratic when the error is smaller than a threshold 6 (typically 1), 

but linear when the error is larger than 6. This makes it less sensitive to outliers than 

the mean squared error, and it is often more precise and converges faster than the 

mean absolute error. 

Table 2.1 summarizes the typical architecture of a regression MLP. 

Table 1 Typical Regression MLP Architecture 

Hyperparameter Typical Value 

# Input neurons One per input feature(e.g. 28*28= 784 for MNIST) 

# hidden layers Depends on the problem typically 1 to 5 

# neurons per hidden layers Depends on the problem typically 1 to 100 

# output neurons 1 per prediction dimension 

Hidden activation ReLU(or SELU) 

Output activation None or ReLU/softplus(if positive outputs) or Logistic/Tanh(if 

bounded outputs) 

Loss Function MSE or MAE/Huber(if outlieers) 

 

2.8 Classification of MLPs: 

MLPs can also be used for classification tasks. For a binary classification problem, you just need a 

single output neuron using the logistic activation function: the output will be a number between 0 and 

1, which you can interpret as the estimated probability of the positive class. Obviously, the estimated 

probability of the negative class is equal to one minus that number. 

MLPs can also easily handle multilabel binary classification tasks. For example, you could have an 

email classification system that predicts whether each incoming email is ham or spam, and 

simultaneously predicts whether it is an urgent or non-urgent email. In this case, you would need 

two output neurons, both using the logistic activation function: the first would output the 

probability that the email is spam and the second would output the probability that it is urgent. 

More generally, you would dedicate one output neuron for each positive class. Note that the output 

probabilities do not necessarily add up to one. This lets the model output any combination of labels: 

you can have non-urgent ham, urgent ham, non-urgent spam, and perhaps even urgent spam 

(although that would probably be an error). 

If each instance can belong only to a single class, out of 3 or more possible classes (e.g., classes 0 

through 9 for digit image classification), then you need to have one output neuron per class, and you 

should use the softmax activation function for the whole output layer (see Figure 9). The softmax 

function will ensure that all the estimated probabilities are between 0 and 1 and that they add up to 

one (which is required if the classes are exclusive). This is called multiclass classification. 



 

Fig 2.9: A modern MPL (including ReLU and softmax) for classification 

Regarding the loss function, since we are predicting probability distributions, the cross-entropy 

(also called the log loss, see Chapter 4) is generally a good choice. 

Table 2.2 summarizes the typical architecture of a classification MLP.  

Table 2.2: Typical Classification MLP Architecture 

Hyperparameter Binary classification Multilabel binary 

classification 

Multiclass 

classification 

Input and hidden layer Same as regression Same as regression Same as regression 

# output neurons 1 1 per label 1 per class 

Output layer activation Logistic Logistic Softmax 

 

2.9 Deep Computer Vision Using Convolution Neural Networks: 

Although IBM's Deep Blue supercomputer beat the chess world champion Garry Kasparov back in 

1996, it wasn't until fairly recently that computers were able to reliably perform seemingly trivial tasks 

such as detecting a puppy in a picture or recognizing spoken words. Why are these tasks so effortless 

to us humans? The answer lies in the fact that perception largely takes place outside the realm of our 

consciousness, within specialized visual, auditory, and other sensory modules in our brains. By the 

time sensory information reaches our consciousness, it is already adorned with high-level features; for 

example, when you look at a picture of a cute puppy, you cannot choose not to see the puppy, or not 

to notice its cuteness. Nor can you explain how you recognize a cute puppy; it's just obvious to you. 

Thus, we cannot trust our subjective experience: perception is not trivial at all, and to understand it 

we must look at how the sensory modules work. 

Convolutional neural networks (CNNs) emerged from the study of the brain's visual cortex, and they 

have been used in image recognition since the 1980s. In the last few years, thanks to the increase in 

computational power, the amount of available training data, and the tricks presented in Chapter 11 

for training deep nets, CNNs have managed to achieve superhuman performance on some complex 

visual tasks. They power image search services, self-driving cars, automatic video classification 

systems, and more. Moreover, CNNs are not restricted to visual perception: they are also successful at 

many other tasks, such as voice recognition or natural language processing (NLP); however, we will focus on 

visual applications for now 

In this chapter we will present where CNNs came from, what their building blocks look like, and 

how to implement them using TensorFlow and Keras. Then we will discuss some of the best CNN 

architectures, and discuss other visual tasks, including object detection (classifying multiple objects in 



an image and placing bounding boxes around them) and semantic segmentation (classifying each pixel 

according to the class of the object it belongs to). 

2.10 The Architecture of the Visual Cortex: 

David H. Hubel and Torsten Wiesel performed a series of experiments on cats in 1958' and 19592 

(and a few years later on monkeys3), giving crucial insights on the structure of the visual cortex (the 

authors received the Nobel Prize in Physiology or Medicine in 1981 for their work). In particular, 

they showed that many neurons in the visual cortex have a small local receptive field, meaning they 

react only to visual stimuli located in a limited region of the visual field (see Figure 10, in which the 

local receptive fields of five neurons are represented by dashed circles). The receptive fields of different 

neurons may overlap, and together they tile the whole visual field. Moreover, the authors showed that 

some neurons react only to images of horizontal lines, while others react only to lines with different 

orientations (two neurons may have the same receptive field but react to different line 

orientations). They also noticed that some neurons have larger receptive fields, and they react to 

more complex patterns that are combinations of the lower-level patterns. These observations led 

to the idea that the higher-level neurons are based on the outputs of neighboring lower-level neurons 

(in Figure. 10, notice that each neuron is connected only to a few neurons from the previous layer). 

This powerful architecture is able to detect all sorts of complex patterns in any area of the visual field. 

 

 

Fig 2.10: Local receptive fields in the visual cortex 

These studies of the visual cortex inspired the neocognitron, introduced in 1980, 4 which gradually 

evolved into what we now call convolutional neural networks. An important milestone was a 1998 papers 

by Yann LeCun, Leon Bottou, Yoshua Bengio, and Patrick Haffner, which introduced the famous LeNet-

5 architecture, widely used to recognize handwritten check numbers. This architecture has some building 

blocks that you already know, such as fully connected layers and sigmoid activation functions, but it also 

introduces two new building blocks: convolutional layers and pooling layers. Let's look at them now 



 

Why not simply use a regular deep neural network with fully connected layers for 

image recognition tasks? Unfortunately, although this works fine for small images (e.g., 

MNIST), it breaks down for larger images because of the huge number of parameters 

it requires. For example, a 100 x 100 image has 10,000 pixels, and if the first layer has 

just 1,000 neurons (which already severely restricts the amount of information 

transmitted to the next layer), this means a total of 10 million connections. And that's 

just the first layer.  

CNNs solve this problem using partially connected layers and weight sharing. 

 

2.11 Convolutional Layer: 

The most important building block of a CNN is the convolutional layer:6 neurons in the first 

convolutional layer are not connected to every single pixel in the input image (like they were in 

previous chapters), but only to pixels in their receptive fields (see Figure 11). In turn, each neuron 

in the second convolutional layer is connected only to neurons located within a small rectangle in 

the first layer. This architecture allows the network to concentrate on small low-level features in the 

first hidden layer, then assemble them into larger higher-level features in the next hidden layer, and 

so on. This hierarchical structure is common in real-world images, which is one of the reasons why 

CNNs work so well for image recognition. 

 

Fig 2.11: CNN layers with rectangular local receptive fields 

 

Until now, all multilayer neural networks we looked at had layers composed of a 

long line of neurons, and we had to flatten input images to 1D before feeding 

them to the neural network. Now each layer is represented in 2D, which makes it 

easier to match neurons with their corresponding inputs. 
 

A neuron located in row i, column j of a given layer is connected to the outputs of the neurons in the 

previous layer located in rows i to i + fh - 1, columns j to j + f„, - 1, where fh and f,,, are the height 

and width of the receptive field (see Figure 14-3). In order for a layer to have the same height and 

width as the previous layer, it is common to add zeros around the inputs, as shown in the diagram. 

This is called zero padding. 



It is also possible to connect a large input layer to a much smaller layer by spacing out the receptive 

fields, as shown in Figure 13. The shift from one receptive field to the next is called the stride. In the 

diagram, a 5 x 7 input layer (plus zero padding) is connected to a 3 x 4 layer, using 3 x 3 receptive 

fields and a stride of 2 (in this example the stride is the same in both directions, but it does not have 

to be so). A neuron located in row i, column j in the upper layer is connected to the outputs of the 

neurons in the previous layer located in rows i x sh to i x sh + fh — 1, columns j x s„ to j x sw + f, —1, 

where sh and sw are the vertical and horizontal strides. 

 

 

Fig 2.12 Reducing dimensionality using a stride of 2 

2.12 Filters: 

A neuron's weights can be represented as a small image the size of the receptive field. For example, 

Figure 14-5 shows two possible sets of weights, called filters (or convolution kernels). The first one is 

represented as a black square with a vertical white line in the middle (it is a 7 x 7 matrix full of Os except 

for the central column, which is full of 1s); neurons using these weights will ignore everything in their 

receptive field except for the central vertical line (since all inputs will get multiplied by 0, except for 

the ones located in the central vertical line). The second filter is a black square with a horizontal 

white line in the middle. Once again, neurons using these weights will ignore everything in their 

receptive field except for the central horizontal line. 

Now if all neurons in a layer use the same vertical line filter (and the same bias term), and you feed the 

network the input image shown in Figure 14-5 (bottom image), the layer will output the top-left 

image. Notice that the vertical white lines get enhanced while the rest gets blurred. Similarly, the upper-

right image is what you get if all neurons use the same horizontal line filter; notice that the 

horizontal white lines get enhanced while the rest is blurred out. Thus, a layer full of neurons using 

the same filter outputs a feature map, which highlights the areas in an image that activate the filter the 

most. Of course you do not have to define the filters manually: instead, dur ing training the 

convolutional layer will automatically learn the most useful filters for its task, and the layers above will 

learn to combine them into more complex patterns. 



 

Fig 2.13 Applying two different filters to get two feature maps 

2.13 Stacking Multiple Feature Maps: 

Up to now, for simplicity, I have represented the output of each convolutional layer as a thin 2D layer, 

but in reality a convolutional layer has multiple filters (you decide how many), and it outputs one feature 

map per filter, so it is more accurately represented in 3D (see Figure 14-6). To do so, it has one neuron 

per pixel in each feature map, and all neurons within a given feature map share the same parameters (i.e., 

the same weights and bias term). However, neurons in different feature maps use different parameters. 

A neuron's receptive field is the same as described earlier, but it extends across all the previous layers' 

feature maps. In short, a convolutional layer simultaneously applies multiple trainable filters to its inputs, 

making it capable of detecting multiple features anywhere in its inputs. 

 

The fact that all neurons in a feature map share the same parameters 

dramatically reduces the number of parameters in the model. Moreover, once the 

CNN has learned to recognize a pattern in one location, it can recognize it in 

any other location. In contrast, once a regular DNN has learned to recognize a 

pattern in one location, it can recognize it only in that particular location. 

 

Moreover, input images are also composed of multiple sublayers: one per color channel. There are 

typically three: red, green, and blue (RGB). Grayscale images have just one channel, but some images 

may have much more—for example, satellite images.  

Specifically, a neuron located in row i, column j of the feature map k in a given convolutional layer 1 is 

connected to the outputs of the neurons in the previous layer 1 - 1, located in rows i x sh, to i x sh + fh - 1 

and columns j x si, to j x + fW - 1, across all feature maps (in layer 1 - 1). Note that all neurons located in 

the same row i and column j but in different feature maps are connected to the outputs of the exact 

same neurons in the previous layer. 

Equation 4 summarizes the preceding explanations in one big mathematical equation: it shows how to 

compute the output of a given neuron in a convolutional layer. 

It is a bit ugly due to all the different indices, but all it does is calculate the weighted sum of all the 

inputs, plus the bias term. 

Equation 4 Computing the output of a neuron in a convolutional layer fh- 1 f w— 1 f n, —1 

1./ —_ i X Sh+ 14 
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i, j, k = bk + 1 x x.1, . • i, with 

u  = , : i  v  0  k '  =  0   I k' u, v, k' , k I = i X sw+ v 

 k is the output of the neuron located in row i, column j in feature map k of the convolutional layer 

(layer 1). 

As explained earlier, sh and s,,, are the vertical and horizontal strides, fh and Li are the height and 

width of the receptive field, and fni is the number of feature maps in the previous layer (layer / 

- 1). 

xi,1r, le is the output of the neuron located in layer 1 - 1, row i', column j', feature map k' (or 

channel k' if the previous layer is the input layer). 

bk is the bias term for feature map k (in layer 1). You can think of it as a knob that tweaks the overall 

brightness of the feature map k. 

Wu, v, k1 ,k is the connection weight between any neuron in feature map k of the layer / and its input 

located at row u, column v (relative to the neuron's receptive field), and feature map k'. 

2.14 TensorFlow Implementation: 

In TensorFlow, each input image is typically represented as a 3D tensor of shape [height, width, 

channels]. A mini-batch is represented as a 4D tensor of shape [mini-batch size, height, width, 

channels]. The weights of a convolutional layer are represented as a 4D tensor of shape [fp f,„ fill, fn]. 

The bias terms of a convolutional layer are simply represented as a 1D tensor of shape [ fn]. 

Let's look at a simple example. The following code loads two sample images, using Scikit -Learn's 

load_sample_images() (which loads two color images, one of a Chinese temple, and the other of a 

flower). The pixel intensities (for each color channel) is represented as a byte from 0 to 255, so we 

scale these features simply by dividing by 255, to get floats ranging from 0 to 1. Then we create two 7 

x 7 filters (one with a vertical white line in the middle, and the other with a horizontal white line in 

the middle), and we apply them to both images using the tf.nn.conv2d() function, which is part of 

TensorFlow's low-level Deep Learning API. In this example, we use zero padding 

(padding="SAME") and a stride of 2. Finally, we plot one of the resulting feature maps (similar to the 

top-right image in Figure 14). 

from sklearn.datasets import load_sample_image 

# Load sample images 

china = load_sample_image("china.jpg") / 255 flower = load_sample_image("flower.jpg") / 255 

images = np.array([china, flower]) 

batch_size, height, width, channels = images.shape 

# Create 2 filters 

filters = np.zeros(shape=(7, 7, channels, 2), dtype=np.float32) 

outputs = tf.nn.conv2d(images, filters, strides=1, padding="SAME") plt.imshow(outputs[0, :, :, 1], 

cmap="gray") # plot 1st image's 2nd feature map plt.show() 
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Most of this code is self-explanatory, but the tf . nn . conv2d( ) line deserves a bit of explanation: 

images is the input mini-batch (a 4D tensor, as explained earlier). 

filters is the set of filters to apply (also a 4D tensor, as explained earlier).  

strides is equal to 1, but it could also be a 1D array with 4 elements, where the two central 

elements are the vertical and horizontal strides (sh and si,). The first and last elements must 

currently be equal to 1. They may one day be used to specify a batch stride (to skip some 

instances) and a channel stride (to skip some of the previous layer's feature maps or channels).  

padding must be either "VALID" or "SAME": 

If set to "VALID", the convolutional layer does not use zero padding, and may ignore some 

rows and columns at the bottom and right of the input image, depending on the stride, as 

shown in Figure 14-7 (for simplicity, only the horizontal dimension is shown here, but of 

course the same logic applies to the vertical dimension). 

— If set to "SAME", the convolutional layer uses zero padding if necessary. In this case, the number 

of output neurons is equal to the number of input neurons divided by the stride, rounded up (in this 

example, 13 / 5 = 2.6, rounded up to 3). Then zeros are added as evenly as possible around the 

inputs. In this example, we manually defined the filters, but in a real CNN you would normally 

define filters as trainable variables, so the neural net can learn which filters work best, as explained 

earlier. Instead of manually creating the variables, however, you can simply use the ke r as . layers . 

Conv2D layer: 

cony = keras.layers.Conv2D(filters=32, kernel_size=3, strides=1, 

padding="SAME", activation="relu") 

This code creates a Conv2D layer with 32 filters, each 3 x 3, using a stride of 1 (both horizontally and 

vertically), SAME padding, and applying the ReLU activation function to its outputs. As you can see, 

convolutional layers have quite a few hyperparameters: you must choose the number of filters, their 

height and width, the strides, and the padding type. As always, you can use cross-validation to find 

the right hyperparameter values, but this is very time-consuming. We will discuss common CNN 

architectures later, to give you some idea of what hyperparameter values work best in practice. 

2.15: Memory Requirements: 

Another problem with CNNs is that the convolutional layers require a huge amount of RAM. This is 

especially true during training, because the reverse pass of backpropagation requires all the 

intermediate values computed during the forward pass. 

For example, consider a convolutional layer with 5 x 5 filters, outputting 200 feature  

maps of size 150 x 100, with stride 1 and SAME padding. If the input is a 150 x 100 RGB image 

(three channels), then the number of parameters is (5 x 5 x 3 + 1) x 200 = 15,200 (the +1 corresponds to 

the bias terms), which is fairly small compared to a fully connected layer.' However, each of the 200 

feature maps contains 150 x 100 neurons, and each of these neurons needs to compute a weighted sum of 

its 5 x 5 x 3 = 75 inputs: that's a total of 225 million float multiplications. Not as bad as a fully connected 

layer, but still quite computationally intensive. Moreover, if the feature maps are represented using 32-bit 



floats, then the convolutional layer's output will occupy 200 x 150 x 100 x 32 = 96 million bits (12 MB) of 

RAM.8 And that's just for one instance! If a training batch contains 100 instances, then this layer will use 

up 1.2 GB of RAM! 

During inference (i.e., when making a prediction for a new instance) the RAM occupied by one layer can 

be released as soon as the next layer has been computed, so you only need as much RAM as required by 

two consecutive layers. But during training everything computed during the forward pass needs to be 

preserved for the reverse pass, so the amount of RAM needed is (at least) the total amount of RAM 

required by all layers. 

 

If training crashes because of an out-of-memory error, you can try reducing the mini-

batch size. Alternatively, you can try reducing dimensionality using a stride, or removing a 

few layers. Or you can try using 16-bit floats instead of 32-bit floats. Or you could distrib-

ute the CNN across multiple devices. 

Now let's look at the second common building block of CNNs: the pooling layer. 

2.16: Pooling Layer: 

Once you understand how convolutional layers work, the pooling layers are quite easy to grasp. Their goal 

is to subsample (i.e., shrink) the input image in order to reduce the computational load, the memory usage, 

and the number of parameters (thereby limiting the risk of overfitting). 

Just like in convolutional layers, each neuron in a pooling layer is connected to the outputs of a limited 

number of neurons in the previous layer, located within a small rectangular receptive field. You must 

define its size, the stride, and the padding type, just like before. However, a pooling neuron has no 

weights; all it does is aggregate the inputs using an aggregation function such as the max or mean. Figure 

14-8 shows a max pooling layer, which is the most common type of pooling layer. In this example, 

we use a 2 x 2 _pooling kerne12, with a stride of 2, and no padding. Only the max input value in each 

receptive field makes it to the next layer, while the other inputs are dropped. For example, in the lower 

left receptive field in Figure 14-8, the input values are 1, 5, 3, 2, so only the max value, 5, is propagated to 

the next layer. Because of the stride of 2, the output image has half the height and half the width of the 

input image (rounded down since we use no padding). 

 

A pooling layer typically works on every input channel independently, so the 

output depth is the same as the input depth. 

 

 

Fig 2.14: Max pooling layer (2 x 2 pooling kernel, stride 2, no padding) 



Other than reducing computations, memory usage and the number of parameters, a max pooling 

layer also introduces some level of invariance to small translations, as shown in Figure 14-9. Here we 

assume that the bright pixels have a lower value than dark pixels, and we consider 3 images (A, B, C) 

going through a max pooling layer with a 2 x 2 kernel and stride 2. Images B and C are the same as image 

A, but shifted by one and two pixels to the right. As you can see, the outputs of the max pooling layer for 

images A and B are identical. This is what translation invariance means. However, for image C, the output 

is different: it is shifted by one pixel to the right (but there is still 75% invariance). By inserting a max 

pooling layer every few layers in a CNN, it is possible to get some level of translation invariance at a larger 

scale. Moreover, max pooling also offers a small amount of rotational invariance and a slight scale 

invariance. Such invariance (even if it is limited) can be useful in cases where the predictions should not 

depend on these details, such as in classification tasks. 

 

Fig 2.15: Invariance to small translations 

But max pooling has some downsides: firstly, it is obviously very destructive: even with a tiny 2 x 2 

kernel and a stride of 2, the output will be two times smaller in both directions (so its area will be 

four times smaller), simply dropping 75% of the input values. And in some applications, invariance is 

not desirable, for example for semantic segmentation: this is the task of classifying each pixel in an image 

depending on the object that pixel belongs to: obviously, if the input image is translated by 1 pixel to 

the right, the output should also be translated by 1 pixel to the right. The goal in this case i s 

equivariance, not invariance: a small change to the inputs should lead to a corresponding small change 

in the output. 

 

2.17 TensorFlow Implementation: 

Implementing a max pooling layer in TensorFlow is quite easy. The following code creates a max 

pooling layer using a 2 x 2 kernel. The strides default to the kernel size, so this layer will use a stride 

of 2 (both horizontally and vertically). By default, it uses VALID padding (i.e., no padding at all):  

max_pool = keras.layers.MaxPool2D(pool_size=2) 

To create an average pooling layer, just use Avg Pool2D instead of MaxPool2D. As you might expect, it 

works exactly like a max pooling layer, except it computes the mean rather then the max. Average 



pooling layers used to be very popular, but people mostly use max pooling layers now, as they 

generally perform better. This may seem surprising, since computing the mean generally loses less 

information than computing the max. But on the other hand, max pooling preserves only the 

strongest feature, getting rid of all the meaningless ones, so the next layers get a cleaner signal to 

work with. Moreover, max pooling offers stronger translation invariance than average pooling.  

Note that max pooling and average pooling can be performed along the depth dimension rather than 

the spatial dimensions, although this is not as common. This can allow the CNN to learn to be 

invariant to various features. For example, it could learn multiple filters, each detecting a different 

rotation of the same pattern, such as handwritten digits (see Figure 14-10), and the depth-wise max 

pooling layer would ensure that the output is the same regardless of the rotation. The CNN could 

similarly learn to be invariant to anything else: thickness, brightness, skew, color, and so on.  

 

Fig 2.16 Depth-wise max pooling can help the CNN learn any invariance 

Keras does not include a depth-wise max pooling layer, but TensorFlow's low-level Deep Learning API 

does: just use the tf nn max_pool( ) function, and specify the kernel size and strides as 4-tuples. The first 

three values of each should be 1: this indicates that the kernel size and stride along the batch, height and 

width dimensions shoud be 1. The last value should be whatever kernel size and stride you want along the 

depth dimension, for example 3 (this must be a divisor of the input depth; for example, it will not work if 

the previous layer outputs 20 feature maps, since 20 is not a multiple of 3): 

output = tf.nn,max_pool(images, ksize=(1, 1, 1, 3), strides=(1, 1, 1, 3), padding="VALID") 

If you want to include this as a layer in your Keras models, you can simply wrap it in a Lambda layer (or 

create a custom Keras layer): 

depth_pool = keras.layers.Lambda(lambda X: tf.nn.max_pool(X, ksize.(1, 1, 1, 3), strides=(1, 1, 1, 3), 

padding="VALID")) 

One last type of pooling layer that you will often see in modern architectures is the global average pooling 

layer. It works very differently: all it does is compute the mean of each entire feature map (it's like an 

average pooling layer using a pooling kernel with the same spatial dimensions as the inputs). This means 

that it just outputs a single number per feature map and per instance. Although this is of course extremely 

destructive (most of the information in the feature map is lost), it can be useful as the output layer, as we 

will see later in this chapter. To create such a layer, simply use the keras .layers.GlobalAvgPool2D class: 

global_avg_pool = keras.layers.GlobalAvgPool2D() 



It is actually equivalent to this simple Lamba layer, which computes the mean over the spatial dimensions 

(height and width): 

global_avg_pool = keras.layers.Lambda(lambda X: tf.reduce_mean(X, axis=[1, 2])) Now you know 

all the building blocks to create a convolutional neural network. Let's see how to assemble them. 

2.18 CNN Architectures: 

Typical CNN architectures stack a few convolutional layers (each one generally followed by a ReLU 

layer), then a pooling layer, then another few convolutional layers (+ReLU), then another pooling layer, 

and so on. The image gets smaller and smaller as it progresses through the network, but it also typically 

gets deeper and deeper (i.e., with more feature maps) thanks to the convolutional layers (see Figure 14-

11). At the top of the stack, a regular feedforward neural network is added, composed of a few fully 

connected layers (+ReLUs), and the final layer outputs the prediction (e.g., a softmax layer that 

outputs estimated class probabilities). 

 

Fig 2.18: Typical CNN architecture 

A common mistake is to use convolution kernels that are too large. For example, instead of using a 

convolutional layer with a 5 x 5 kernel, it is generally preferable to stack two layers with 3 x 3 kernels: it 

will use less parameters and require less computations, and it will usually perform better. One exception 

to this recommendation is for the first convolutional layer: it can typically have a large kernel (e.g., 5 x 5), 

usually with stride of 2 or more: this will reduce the spatial dimension of the image without losing too 

much information, and since the input image only has 3 channels in general, it will not be too costly. 

Here is how you can implement a simple CNN to tackle the fashion MNIST dataset (introduced in 

Chapter 10): 

from functools import partial 

DefaultConv2D = partial(keras.layers.Conv2D, 

kernel_size=3, activation='relu', padding="SAME") 

model = keras.models.Sequential([ 

DefaultConv2D(filters=64, kernel_size=7, input_shape=[28, 28, 1]), 

keras.layers.MaxPooling2D(pool_size=2), 

DefaultConv2D(filters=128), DefaultConv2D(filters=128), 

keras.layers.MaxPooling2D(pool_size=2), 

DefaultConv2D(filters=256), DefaultConv2D(filters=256), 



keras.layers.MaxPooling2D(pool_size=2), 

keras.layers.Flatten(), keras.layers.Dense(units=128, activation='relu'), 

keras.layers.Dropout(0.5), keras.layers.Dense(units=64, activation='relu'), 

keras.layers.Dropout(0.5), keras.layers.Dense(units=10, activation='softmax'), 

]) 

In this code, we start by using the pa rtial( ) function to define a thin wrapper around the Conv2D 

class, called DefaultConv2D: it simply avoids having to repeat the same hyperparameter values 

over and over again. 

The first layer uses a large kernel size, but no stride because the input images are not very large. It 

also sets input_shape=[28, 28, 1], which means the images are 28 x 28 pixels, with a single color 

channel (i.e., grayscale). 

Next, we have a max pooling layer, which divides each spatial dimension by a factor of two (since 

pool_size=2). 

Then we repeat the same structure twice: two convolutional layers followed by a max pooling 

layer. For larger images, we could repeat this structure several times (the number of repetitions 

is a hyperparameter you can tune). 

Note that the number of filters grows as we climb up the CNN towards the output layer (it is 

initially 64, then 128, then 256): it makes sense for it to grow, since the number of low level 

features is often fairly low (e.g., small circles, horizontal lines, etc.), but there are many different 

ways to combine them into higher level features. It is a common practice to double the number 

of filters after each pooling layer: since a pooling layer divides each spatial dimension by a 

factor of 2, we can afford doubling the number of feature maps in the next layer, without fear 

of exploding the number of parameters, memory usage, or computational load. 

Next is the fully connected network, composed of 2 hidden dense layers and a dense output 

layer. Note that we must flatten its inputs, since a dense network expects a 1D array of features 

for each instance. We also add two dropout layers, with a dropout rate of 50% each, to reduce 

overfitting. 

This CNN reaches over 92% accuracy on the test set. It's not the state of the art, but it is pretty good, 

and clearly much better than what we achieved with dense networks in Chapter 10. 

Over the years, variants of this fundamental architecture have been developed, leading to amazing 

advances in the field. A good measure of this progress is the error rate in competitions such as the 

ILSVRC ImageNet challenge. In this competition the top-5 error rate for image classification fell 

from over 26% to less than 2.3% in just six years. The top-five error rate is the number of test images 

for which the system's top 5 predictions did not include the correct answer. The images are large 

(256 pixels high) and there are 1,000 classes, some of which are really subtle (try distinguishing 120 

dog breeds). Looking at the evolution of the winning entries is a good way to understand how CNNs 

work. 

We will first look at the classical LeNet-5 architecture (1998), then three of the winners of 



 

the ILSVRC challenge: AlexNet (2012), GoogLeNet (2014), and ResNet (2015).  

 

2.19: LeNet-5: 

The LeNet-5 architecture" is perhaps the most widely known CNN architecture. As mentioned 

earlier, it was created by Yann LeCun in 1998 and widely used for handwritten digit recognition 

(MNIST). It is composed of the layers shown in Table 14-1. 

Table 2.3: LeNet-5 architecture 

Layer Type Maps Size Kernel size Stride Activation 

Out Fully Connected — 10 — — RBF 

F6 Fully Connected — 84 — — tanh 

C5 Convolution 120 1 x 1 5 x 5 1 tanh 

S4 Avg Pooling 16 5 x 5 2 x 2 2 tanh 

C3 Convolution 16 10 x 10 5 x 5 1 tanh 

S2 Avg Pooling 6 14 x 14 2 x 2 2 tanh 

Cl Convolution 6 28 x 28 5 x 5 1 tanh 

In Input 1 32 x 32    

 

There are a few extra details to be noted: 

MNIST images are 28 x 28 pixels, but they are zero-padded to 32 x 32 pixels and normalized 

before being fed to the network. The rest of the network does not use any padding, which is 

why the size keeps shrinking as the image progresses through the network.  

The average pooling layers are slightly more complex than usual: each neuron computes the mean 

of its inputs, then multiplies the result by a learnable coefficient (one per map) and adds a 

learnable bias term (again, one per map), then finally applies the activation function.  

Most neurons in C3 maps are connected to neurons in only three or four S2 maps (instead of all 

six S2 maps). See table 1 (page 8) in the original paper" for details. 

The output layer is a bit special: instead of computing the matrix multiplication of the inputs and the 

weight vector, each neuron outputs the square of the Euclidian distance between its input vector and 

its weight vector. Each output measures how much the image belongs to a particular digit class. The 

cross entropy cost function is now preferred, as it penalizes bad predictions much more, producing 

larger gradients and converging faster. 

Yann LeCun's website ("LENET" section) features great demos of LeNet-5 classifying digits. 

2.19: AlexNet: 

The AlexNet CNN architecturell won the 2012 ImageNet ILSVRC challenge by a large margin: it 

achieved 17% top-5 error rate while the second best achieved only 26%! It was developed by Alex 

Krizhevsky (hence the name), Ilya Sutskever, and Geoffrey Hinton. It is quite similar to LeNet-5, 

only much larger and deeper, and it was the first to stack convolutional layers directly on top of each 



other, instead of stacking a pooling layer on top of each convolutional layer. Table 14-2 presents this 

architecture. 

Table 2.4: AlexNet architecture 

LayerType Maps Size Kernel size Stride Padding Activation 

Out Fully Connected  1,000  — — Softmax 

F9 Fully Connected — 4,096 — — — ReLU 

F8 Fully Connected — 4,096 — — — ReLU 

C7 Convolution 256 13 x 13 3 x 3 1 SAME ReLU 

C6 Convolution 384 13 x 13 3 x 3 1 SAME ReLU 

C5 Convolution 384 13 x 13 3 x 3 1 SAME ReLU 

S4 Max Pooling 256 13 x 13 3 x 3 2 VALID  

C3 Convolution 256 27 x 27 5 x 5 1 SAME ReLU 

S2 Max Pooling 96 27 x 27 3 x 3 2 VALID — 

C1 Convolution 96 55 x 55 11 x 11 4 VALID ReLU 

In Input 3 (RGB) 227 x 227 — — — — 

 

To reduce overfitting, the authors used two regularization techniques: first they applied dropout  

(introduced in Chapter 11) with a 50% dropout rate during training to the outputs of layers F8 and 

F9. Second, they performed data augmentation by randomly shifting the training images by various 

offsets, flipping them horizontally, and changing the lighting conditions. 

 

2.20: Data Augmentation: 

Data augmentation artificially increases the size of the training set by generating many realistic 

variants of each training instance. This reduces overfitting, making this ideally, given an image from 

the augmented training set, a human should not be able to tell whether it was augmented or not. 

Moreover, simply adding white noise will not help; the modifications should be learnable (white noise is 

not). 

For example, you can slightly shift, rotate, and resize every picture in the training set by various amounts 

and add the resulting pictures to the training set (see Figure 14-12). This forces the model to be more 

tolerant to variations in the position, orientation, and size of the objects in the pictures. If you want the 

model to be more tolerant to different lighting conditions, you can similarly generate many images with 

various contrasts. In general, you can also flip the pictures horizontally (except for text, and other non-

symmetrical objects). By combining these transformations, you can greatly increase the size of your 

training set. 



 

Fig 2.19: Generating new training instances from existing 

AlexNet also uses a competitive normalization step immediately after the ReLU step of layers C1 and C3, 

called local response normalization. The most strongly activated neurons inhibit other neurons located at the 

same position in neighboring feature maps (such competitive activation has been observed in biological 

neurons). This encourages different feature maps to specialize, pushing them apart and forcing them to 

explore a wider range of features, ultimately improving generalization. Equation 14-2 shows how to apply 

LRN. 
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Equation 14-2. Local response normalization 

b, is the normalized output of the neuron located in feature map i, at some row u and column v (note 

that in this equation we consider only neurons located at this row and column, so u and v are not 

shown). 

at is the activation of that neuron after the ReLU step, but before normalization. 

k, a, /3, and r are hyperparameters. k is called the bias, and r is called the depth radius. 

f, is the number of feature maps. 

For example, if r = 2 and a neuron has a strong activation, it will inhibit the activation of the neurons 

located in the feature maps immediately above and below its own. 

In AlexNet, the hyperparameters are set as follows: r = 2, a = 0.00002, j3 = 0.75, and k = 1. This step can 

be implemented using the tf nn local_response_normali z a tion ( ) function (which you can wrap in a 

Lambda layer if you want to use it in a Keras model). 

A variant of AlexNet called ZF Net was developed by Matthew Zeiler and Rob Fergus and won the 2013 

ILSVRC challenge. It is essentially AlexNet with a few tweaked hyperparameters (number of feature 

maps, kernel size, stride, etc.). 
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2.21 GoogLeNet: 

The GoogLeNet architecture was developed by Christian Szegedy et al. from Google Research,12 and it 

won the ILSVRC 2014 challenge by pushing the top-5 error rate below 7%. This great performance came 

in large part from the fact that the network was much deeper than previous CNNs (see Figure 14-14). 

This was made possible by sub-networks called inception modules,13 which allow GoogLeNet to use 

parameters much more efficiently than previous architectures: GoogLeNet actually has 10 times fewer 

parameters than AlexNet (roughly 6 million instead of 60 million). 

Figure 14-13 shows the architecture of an inception module. The notation "3 x 3 + 1(S)" means that the 

layer uses a 3 x 3 kernel, stride 1, and SAME padding. The input signal is first copied and fed to four 

different layers. All convolutional layers use the ReLU activation function. Note that the second set of 

convolutional layers uses different kernel sizes (1 x 1, 3 x 3, and 5 x 5), allowing them to capture patterns 

at different scales. Also note that every single layer uses a stride of 1 and SAME padding (even the max 

pooling layer), so their outputs all have the same height and width as their inputs. This makes it possible 

to concatenate all the outputs along the depth dimension in the final depth concat layer (i.e., stack the feature 

maps from all four top convolutional layers). This concatenation layer can be implemented in TensorFlow 

using the tf .concat() operation, with axis=3 (axis 3 is the depth). 

 

Fig 2.20 Inception module 

You may wonder why inception modules have convolutional layers with 1 x 1 kernels. Surely these layers 

cannot capture any features since they look at only one pixel at a time? In fact, these layers serve three 

purposes: 

First, although they cannot capture spatial patterns, they can capture patterns along the depth 

dimension. 

Second, they are configured to output fewer feature maps than their inputs, so they serve as bottleneck 

layers, meaning they reduce dimensionality. This cuts the computational cost and the number of 

parameters, speeding up training and improving generalization. 

Lastly, each pair of convolutional layers ([1 x 1, 3 x 3] and [1 x 1, 5 x 5]) acts like a single, powerful 

convolutional layer, capable of capturing more complex patterns. Indeed, instead of sweeping a 

simple linear classifier across the image (as a single convolutional layer does), this pair of 

convolutional layers sweeps a two-layer neural network across the image as a single 

convolutional layer does), this pair of convolutional layers sweeps a two-layer neural network 

across the image.  



In short, you can think of the whole inception module as a convolutional layer on steroids, able to 

output feature maps that capture complex patterns at various scales.  

The number of convolutional kernels for each convolutional layer is a hyperparameter. Unfortunately, 

this means that you have six more hyperparameters to tweak for every inception layer you add. 

Now let's look at the architecture of the GoogLeNet CNN (see Figure 14-14). The number of feature 

maps output by each convolutional layer and each pooling layer is shown before the kernel size. The 

architecture is so deep that it has to be represented in three columns, but GoogLeNet is actually one 

tall stack, including nine inception modules (the boxes with the spinning tops). The six numbers in 

the inception modules represent the number of feature maps output by each convolutional layer in 

the module (in the same order as in Figure 14-13). Note that all convolution layers use the ReLU 

activation function through this network:  

The first two layers divide the image's height and width by 4 (so its area is divided by 16), to 

reduce the computational load. The first layer uses a large kernel size, so that much of the 

information is still preserved. 

Then the local response normalization layer ensures that the previous layers learn a wide variety 

of features (as discussed earlier). 

Two convolutional layers follow, where the first acts like a bottleneck layer. As explained earlier, you 

can think of this pair as a single smarter convolutional layer. 

Again, a local response normalization layer ensures that the previous layers capture a wide variety 

of patterns. 

Next a max pooling layer reduces the image height and width by 2, again to speed up computations. 

Then comes the tall stack of nine inception modules, interleaved with a couple max pooling layers to 

reduce dimensionality and speed up the net. 

Next, the global average pooling layer simply outputs the mean of each feature map: this drops any 

remaining spatial information, which is fine since there was not much spatial information left at that 

point. Indeed, GoogLeNet input images are typically expected to be 224 x 224 pixels, so after 5 

max pooling layers, each dividing the height and width by 2, the feature maps are down to 7 x 7. 

Moreover, it is a classification task, not localization, so it does not matter where the object is. 

Thanks to the dimensionality reduction brought by this layer, there is no need to have several fully 

connected layers at the top of the CNN (like in AlexNet), and this considerably reduces the number 

of parameters in the network and limits the risk of overfitting. 

The last layers are self-explanatory: dropout for regularization, then a fully connected layer with 1,000 

units, since there are a 1,000 classes, and a softmax activation function to output estimated class 

probabilities. 

This diagram is slightly simplified: the original GoogLeNet architecture also included two auxiliary 

classifiers plugged on top of the third and sixth inception modules. They were both composed of one 

average pooling layer, one convolutional layer, two fully connected layers, and a softmax activation layer. 

During training, their loss (scaled down by 70%) was added to the overall loss. The goal was to fight the 



vanishing gradients problem and regularize the network. However, it was later shown that their effect was 

relatively minor. 

Several variants of the GoogLeNet architecture were later proposed by Google researchers, including 

Inception-v3 and Inception-v4, using slightly different inception modules, and reaching even better 

performance. 

2.22 VGGNet: 

The runner up in the ILSVRC 2014 challenge was VGGNetN, developed by K. Simonyan and A. 

Zisserman. It had a very simple and classical architecture, with 2 or 3 convolutional layers, a pooling layer, 

then again 2 or 3 convolutional layers, a pooling layer, and so on (with a total of just 16 convolutional 

layers), plus a final dense network with 2 hidden layers and the output layer. It used only 3 x 3 filters, but 

many filters. 

2.23 ResNet: 

The ILSVRC 2015 challenge was won using a Residual Network (or ResNet), developed by Kaiming He et 

al.,'5 which delivered an astounding top-5 error rate under 3.6%, using an extremely deep CNN composed 

of 152 layers. It confirmed the general trend: models are getting deeper and deeper, with fewer and fewer 

parameters. The key to being able to train such a deep network is to use skip connections (also called shortcut 

connections): the signal feeding into a layer is also added to the output of a layer located a bit higher up the 

stack. Let's see why this is useful. 

When training a neural network, the goal is to make it model a target function h(x). If you add the input x 

to the output of the network (i.e., you add a skip connection), then the network will be forced to model 

f(x) = h(x) - x rather than h(x). This is called residual learning (see figure 20) 

 

Fig 2.21: Residual learning 

When you initialize a regular neural network, its weights are close to zero, so the network just outputs 

value close to zero. If you add a skip connection, the resulting network just outputs a copy of its inputs; in 

other words, it initially models the identity function. If the target function is fairly close to the identity 

function (which is often the case), this will speed up training considerably. 

Moreover, if you add many skip connections, the network can start making progress even if several layers 



have not started learning yet (see Figure 14-16). Thanks to skip connections, the signal can easily make its 

way across the whole network. The deep residual network can be seen as a stack of residual units, where 

each residual unit is a small neural network with a skip connection. 

Now let's look at ResNet's architecture (see Figure 14-17). It is actually surprisingly simple. It starts and 

ends exactly like GoogLeNet (except without a dropout layer), and in between is just a very deep stack of 

simple residual units. Each residual unit is composed of two convolutional layers (and no pooling layer!), 

with Batch Normalization (BN) and ReLU activation, using 3 x 3 kernels and preserving spatial 

dimensions (stride 1, SAME padding). 

 

Fig 2.22: ResNet architecture 

Note that the number of feature maps is doubled every few residual units, at the same time as their 

height and width are halved (using a convolutional layer with stride 2). When this happens the inputs 

cannot be added directly to the outputs of the residual unit since they don't have the same shape (for 

example, this problem affects the skip connection represented by the dashed arrow in Figure 14-17). To 

solve this problem, the inputs are passed through a 1 x 1 convolutional layer with stride 2 and the right 

number of output feature maps (see Figure 14-18). 

 

Fig 2.23: Skip connection when changing feature map size and depth 

ResNet-34 is the ResNet with 34 layers (only counting the convolutional layers and the fully connected 

layer) containing three residual units that output 64 feature maps, 4 RUs with 128 maps, 6 RUs with 256 

maps, and 3 RUs with 512 maps. We will implement this architecture later in this chapter. 

ResNets deeper than that, such as ResNet-152, use slightly different residual units. Instead of two 3 x 3 

convolutional layers with (say) 256 feature maps, they use three convolutional layers: first a 1 x 1 

convolutional layer with just 64 feature maps (4 times less), which acts as a bottleneck layer (as discussed 

already), then a 3 x 3 layer with 64 feature maps, and finally another 1 x 1 convolutional layer with 256 



feature maps (4 times 64) that restores the original depth. ResNet-152 contains three such RUs that 

output 256 maps, then 8 RUs with 512 maps, a whopping 36 RUs with 1,024 maps, and finally 3 RUs 

with 2,048 maps. 

 

Google's Inception-v4'6 architecture merged the ideas of GoogLeNet and ResNet and 
achieved close to 3% top-5 error rate on ImageNet classification. 

Xception 
 

Another variant of the GoogLeNet architecture is also worth noting: Xception'' (which stands for 

Extreme Inception) was proposed in 2016 by Francois Chollet (the author of Keras), and it significantly 

outperformed Inception-v3 on a huge vision task (350 million images and 17,000 classes). Just like 

Inception-v4, it also merges the ideas of GoogLeNet and ResNet, but it replaces the inception 

modules with a special type of layer called a depthwise separable convolution (or separable convolution for 

short"). These layers had been used before in some CNN architectures, but they were not as central 

as in the Xception architecture. While a regular convolutional layer uses filters that try to 

simultaneously capture spatial patterns (e.g., an oval) and cross-channel patterns (e.g., mouth + nose 

+ eyes = face), a separable convolutional layer makes the strong assumption that spatial patterns 

and cross-channel patterns can be modeled separately (see Figure 14-19). Thus, it is composed of 

two parts: the first part applies a single spatial filter for each input feature map, then the second part 

looks exclusively for cross-channel patterns—it is just a regular convolutional layer with 1 x 1 filters. 

Since separable convolutional layers only have one spatial filter per input channel, you should avoid 

using them after layers that have too few channels, such as the input layer (granted, that's what  

Figure 14-19 represents, but it is just for illustration purposes). For this reason, the Xception 

architecture starts with 2 regular convolutional layers, but then the rest of the architecture uses only 

separable convolutions (34 in all), plus a few max pooling layers and the usual final layers (a global 

average pooling layer, and a dense output layer). 

You might wonder why Xception is considered a variant of GoogLeNet, since it contains no inception 

module at all? Well, as we discussed earlier, an Inception module contains convolutional layers with 1 x 1 

filters: these look exclusively for cross-channel patterns. However, the convolution layers that sit on top 

of them are regular convolutional layers that look both for spatial and cross-channel patterns. So you can 

think of an Inception module as an intermediate between a regular convolutional layer (which considers 

spatial patterns and cross-channel patterns jointly) and a separable convolutional layer (which considers 

them separately). In practice, it seems that separable convolutions generally perform better. 

 

Separable convolutions use less parameters, less memory and less computations than 
regular convolutional layers, and in general they even perform better, so you should 
consider using them by default (except after layers with few channels).  

 

The ILSVRC 2016 challenge was won by the CUlmage team from the Chinese University of Hong 

Kong. They used an ensemble of many different techniques, including a sophisticated object-detection 

system called GBD-Net19, to achieve a top-5 error rate below 3%. Although this result is unquestionably 

impressive, the complexity of the solution contrasted with the simplicity of ResNets. Moreover, one year 

later another fairly simple architecture performed even better, as we will see now 

 



SENet 

The winning architecture in the ILSVRC 2017 challenge was the Squeeze-andExcitation Network 

(SENet)20. This architecture extends existing architectures such as inception networks or ResNets, and 

boosts their performance. This allowed SENet to win the competition with an astonishing 2.25% top-5 

error rate! The extended versions of inception networks and ResNet are called SE-Inception and SE-

ResNet respectively. The boost comes from the fact that a SENet adds a small neural network, called a 

SE Block, to every unit in the original architecture (i.e., every inception module or every residual unit), as 

shown in Figure 14-20. 

 

Fig 2.24: SE-Inception Module (left) and SE-ResNet Unit (right) 

A SE Block analyzes the output of the unit it is attached to, focusing exclusively on the depth 

dimension (it does not look for any spatial pattern), and it learns which features are usually most 

active together. It then uses this information to recalibrate the feature maps, as shown in  Figure 14-

21. For example, a SE Block may learn that mouths, noses and eyes usually appear together in 

pictures: if you see a mouth and a nose, you should expect to see eyes as well. So if a SE Block sees 

a strong activation in the mouth and nose feature maps, but only mild activation in the eye feature 

map, it will boost the eye feature map (more accurately, it will reduce irrelevant feature maps). If the 

eyes were somewhat confused with something else, this feature map recalibration will help resolve 

the ambiguity. 

 

Fig 2.25 An SE Block Performs Feature Map Recalibration 

A SE Block is composed of just 3 layers: a global average pooling layer, a hidden dense layer using the 

ReLU activation function, and a dense output layer using the sigmoid activation function. 

2.24 Conclusion: 

We have learned the artificial neural networks with ANN architecture. The ANNs are at the very core of 

Deep Learning. They are versatile, powerful, and scalable, making them ideal to tackle large and highly 



complex Machine Learning tasks, such as classifying billions of images, powering speech recognition 

services, recommending the best videos to watch to hundreds of millions of users every day, or learning 

to beat the world champion at the game of Go by examining millions of past games and then playing 

against itself. 

The biological neuron which is also known as artificial neuron. The artificial neuron simply activates its 

output when more than a certain number of its inputs are active. McCulloch and Pitts showed that even 

with such a simplified model it is possible to build a network of artificial neurons that computes any 

logical proposition you want. 

The Perceptron is one of the simplest ANN architectures It is based on a slightly different artificial 

neuron the inputs and output are now numbers (instead of binary on/off values) and each input 

connection is associated with a weight. 

An Multi-Layer Perceptron is composed of one (passthrough) input layer, one or more layers of LTUs, 

called hidden layers, and one final layer of LTUs called the output layer. Biological neurons seem to 

implement a roughly sigmoid (S-shaped) activation function, so researchers stuck to sigmoid functions 

for a very long time. But it turns out that the ReLU activation function generally works better in ANNs. 

This is one of the cases where the biological analogy was misleading. 

Class MLP Regressor implements a multi-layer perceptron (MLP) that trains using backpropagation with 

no activation function in the output layer, which can also be seen as using the identity function as 

activation function. 

Class MLP Classifier implements a multi-layer perceptron (MLP) algorithm that trains using 

Backpropagation. 

Convolutional neural networks apply a filter to an input to create a feature map that summarizes the 

presence of detected features in the input. Filters can be handcrafted, such as line detectors, but the 

innovation of convolutional neural networks is to learn the filters during training in the context of a 

specific prediction problem. How to calculate the feature map for one- and two-dimensional 

convolutional layers in a convolutional neural network. 

The output from multiplying the filter with the input array one time is a single value. As the filter is 

applied multiple times to the input array, the result is a two-dimensional array of output values that 

represent a filtering of the input. As such, the two-dimensional output array from this operation is called 

a ―feature map―. 

The depth of a filter in a CNN must match the depth of the input image. The number of color channels 

in the filter must remain the same as the input image. Different Conv2D filters are created for each of 

the three channels for a color image. Filters for each layer are randomly initialized based on either 

Normal or Gaussian distribution. Initial layers of a convolutional network extract high-level features 

from the image, so use fewer filters. As we build further deeper layers, we increase the number of filters 

to twice or thrice the size of the filter of the previous layer. Filters of the deeper layers learn more 

features but are computationally very intensive. 

TensorFlow is the premier open-source deep learning framework developed and maintained by Google. 

Although using TensorFlow directly can be challenging, the modern tf.keras API beings the simplicity 

and ease of use of Keras to the TensorFlow project. 

The difference between Keras and tf.keras and how to install and confirm TensorFlow is working. The 

5-step life-cycle of tf.keras models and how to use the sequential and functional APIs. How to develop 

MLP, CNN, and RNN models with tf.keras for regression, classification, and time series forecasting. 



How to use the advanced features of the tf.keras API to inspect and diagnose your model. How to 

improve the performance of your tf.keras model by reducing overfitting and accelerating training. 

Pooling is required to down sample the detection of features in feature maps. How to calculate and 

implement average and maximum pooling in a convolutional neural network. How to use global pooling 

in a convolutional neural network. 

The CNN performance is greatly influenced by hyper-parameter selection. Any small change in the 

hyper-parameter values will affect the general CNN performance. Therefore, careful parameter selection 

is an extremely significant issue that should be considered during optimization scheme development. 

Impressive and robust hardware resources like GPUs are required for effective CNN training. Moreover, 

they are also required for exploring the efficiency of using CNN in smart and embedded systems. 
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3.1 Introduction to Data Science/ Analytics: 

1. WHAT IS DATA SCIENCE & WHY IS IT IMPORTANT? 

Data is meaningless until its conversion into valuable information. Data Science involves mining large 

datasets containing structured and unstructured data and identifying hidden patterns to extract actionable 

insights. The importance of Data Science lies in its innumerable uses that range from daily activities like 

asking Siri or Alexa for recommendations to more complex applications like operating a self-driving car. 

The interdisciplinary field of Data Science encompasses Computer Science, Statistics, Inference, Machine 

Learning algorithms, Predictive Analysis, and new technologies. 

2. Why Data Matters 

Data is the new electricity. We are living in the age of the fourth industrial revolution. This is the era 

of Artificial Intelligence and Big Data. There is a massive data explosion that has resulted in the 

culmination of new technologies and smarter products. 

Around 2.5 exabytes of Data is created each day. The need for data has risen tremendously in the last 

decade. Many companies have centred their business on data. Data has created new sectors in the IT 

industry. However, 

 Why do we need Data? 

 Why do industries need Data? 

 What makes data a precious commodity? 

The answer to these questions lies in the way companies have sought to transform their products. 

Below image is the Life Cycle of Data Science. 



 

Fig 3.1: Life Cycle of Data Science 

3. Why Business Success depend on Data Science 

Data is important so decoding is easy. Millions of bytes of data is being generated and so its importance 

has gone beyond oil. The role of a data scientist is and will be crucial to peoples who are across many 

verticals. 

Data needs to be analyzed on top. It is essential to maintain and analyze data quality and understand how 

to make data-driven discoveries. 

For goods and products, data science can be used by machine learning which will enable companies to 

produce products that are liked by customers. For example, a great recommendation system for an 

ecommerce company can help them look for their shopping history and find their customers. 

Data science is can be used in healthcare, technology and consumer goods etc.  

 

3.2 OVERVIEW OF DATA SCIENCE 

In 1962, John Tukey wrote about the convergence of Statistics and computers to devise measurable 

outputs in hours. In 1974, Peter Naur mentioned the term ‗Data Science‘ multiple times in his review, 

Concise Survey of Computer Methods. In 1977, the International Association for Statistical Computing 

(IASC) was formed to link modern computer technology, traditional statistical methodology, and domain 

expertise to convert data into knowledge. In the same year, Tukey composed a paper, Exploratory Data 

Analysis, that briefed the importance of using data. 

By 1994, organizations had started gathering tremendous individual data for new showcasing efforts. In 

1999, Jacob Zahavi stressed the need for new devices to deal with the gigantic chunk of organizational 

data. In 2001, William S. Cleveland presented an activity plan depicting how to create a specialized 

understanding and scope of Data Scientists and indicated six regions of studies for offices and colleges. 

In 2002, the International Council for Science published the Data Science Journal focusing on Data 

Science issues like data systems explanation, application, and more. In 2003, Columbia University 

published the Data Science Journal to set a platform for data teams. In the year 2005, the National 

Science Board published an existing collection of digital data, and in 2013, IBM revealed that 90% of the 

global data had been created in the past two years. By this time, organizations realized the importance of 

Data Science to convert huge data clusters into usable information to gain. 



 

Fig 3.2: Data Analysis and Processing 

 

1. Essential Math for Data Science 

The key topics to master to become a better data scientist 

Mathematics is the bedrock of any contemporary discipline of science. Almost all the techniques of 

modern data science, including machine learning, have a deep mathematical underpinning. 

It goes without saying that you will absolutely need all the other pearls of knowledge—programming 

ability, some amount of business acumen, and your unique analytical and inquisitive mindset—about the 

data to function as a top data scientist. But it always pays to know the machinery under the hood, rather 

than just being the person behind the wheel with no knowledge about the car. Therefore, a solid 

understanding of the mathematical machinery behind the cool algorithms will give you an edge among 

your peers. 

The knowledge of this essential math is particularly important for newcomers arriving at data science 

from other professions: hardware engineering, retail, the chemical process industry, medicine and health 

care, business management, etc. Although such fields may require experience with spreadsheets, 

numerical calculations, and projections, the math skills required in data science can be significantly 

different. 

Consider a web developer or business analyst. They may be dealing with a lot of data and information on 

a daily basis, but there may not be an emphasis on rigorous modeling of that data. Often, the emphasis is 

on using the data for an immediate need and moving on, rather than on deep scientific exploration. Data 

science, on the other hand, should always be about the science (not the data). Following that 

thread, certain tools and techniques become indispensable. Most are the hallmarks of the sound scientific 

process: 

 Modeling a process (physical or informational) by probing the underlying dynamics 

 Constructing hypotheses 



 Rigorously estimating the quality of the data source 

 Quantifying the uncertainty around the data and predictions 

 Identifying the hidden pattern from the stream of information 

 Understanding the limitation of a model 

 Understanding mathematical proof and the abstract logic behind it 

Data science, by its very nature, is not tied to a particular subject area and may deal with phenomena as 

diverse as cancer diagnoses and social behavior analysis. This produces the possibility of a dizzying array 

of n-dimensional mathematical objects, statistical distributions, optimization objective functions, etc. 

Here are my suggestions for the topics to study to be at the top of the game in data science. 

 

2. Functions, Variables, Equations, and Graphs 

This area of math covers the basics, from the equation of a line to the binomial theorem and everything 

in between: 

 Logarithm, exponential, polynomial functions, rational numbers 

 Basic geometry and theorems, trigonometric identities 

 Real and complex numbers, basic properties 

 Series, sums, inequalities 

 Graphing and plotting, Cartesian and polar coordinates, conic sections 

 uses 

If you want to understand how a search runs faster on a million-item database after you‘ve sorted it, you 

will come across the concept of ―binary search.‖ To understand the dynamics of it, you need to 

understand logarithms and recurrence equations. Or, if you want to analyze a time series, you may come 

across concepts like ―periodic functions‖ and ―exponential decay.‖ 

 

3. Statistics 

The importance of having a solid grasp over essential concepts of statistics and probability cannot be 

overstated. Many practitioners in the field actually consider classical (non-neural network) machine 

learning to be nothing but statistical learning. The subject is vast, and focused planning is critical to cover 

the most essential concepts: 

 Data summaries and descriptive statistics, central tendency, variance, covariance, correlation 

 Basic probability: basic idea, expectation, probability calculus, Bayes‘ theorem, conditional 

probability 

 Probability distribution functions: uniform, normal, binomial, chi-square, Student's t-distribution, 

central limit theorem 



 Sampling, measurement, error, random number generation 

 Hypothesis testing, A/B testing, confidence intervals, p-values 

 ANOVA, t-test 

 Linear regression, regularization 

 

4. Linear Algebra 

This is an essential branch of mathematics for understanding how machine-learning algorithms work on 

a stream of data to create insight. Everything from friend suggestions on Facebook, to song 

recommendations on Spotify, to transferring your selfie to a Salvador Dali-style portrait using deep 

transfer learning involves matrices and matrix algebra. Here are the essential topics to learn: 

 Basic properties of matrix and vectors: scalar multiplication, linear transformation, transpose, 

conjugate, rank, determinant 

 Inner and outer products, matrix multiplication rule and various algorithms, matrix inverse 

 Special matrices: square matrix, identity matrix, triangular matrix, idea about sparse and dense 

matrix, unit vectors, symmetric matrix, Hermitian, skew-Hermitian and unitary matrices 

 Matrix factorization concept/LU decomposition, Gaussian/Gauss-Jordan elimination, solving 

Ax=b linear system of equation 

 Vector space, basis, span, orthogonality, orthonormality, linear least square 

 Eigenvalues, eigenvectors, diagonalization, singular value decomposition 

 

5. Calculus 

Whether you loved or hated it in college, calculus pops up in numerous places in data science and 

machine learning. It lurks behind the simple-looking analytical solution of an ordinary least squares 

problem in linear regression or embedded in every back-propagation your neural network makes to learn 

a new pattern. It is an extremely valuable skill to add to your repertoire. Here are the topics to learn: 

 Functions of a single variable, limit, continuity, differentiability 

 Mean value theorems, indeterminate forms, L‘Hospital‘s rule 

 Maxima and minima 

 Product and chain rule 

 Taylor‘s series, infinite series summation/integration concepts 

 Fundamental and mean value-theorems of integral calculus, evaluation of definite and improper 

integrals 

 Beta and gamma functions 



 Functions of multiple variables, limit, continuity, partial derivatives 

 Basics of ordinary and partial differential equations 

 

6. Discrete Math 

This area is not discussed as often in data science, but all modern data science is done with the help of 

computational systems, and discrete math is at the heart of such systems. A refresher in discrete math 

will include concepts critical to daily use of algorithms and data structures in analytics project: 

 Sets, subsets, power sets 

 Counting functions, combinatorics, countability 

 Basic proof techniques: induction, proof by contradiction 

 Basics of inductive, deductive, and propositional logic 

 Basic data structures: stacks, queues, graphs, arrays, hash tables, trees 

 Graph properties: connected components, degree, maximum flow/minimum cut concepts, graph 

coloring 

 Recurrence relations and equations 

 Growth of functions and O(n) notation concept 

 

7. Optimization and Operation Research Topics 

These topics are most relevant in specialized fields like theoretical computer science, control theory, or 

operation research. But a basic understanding of these powerful techniques can also be fruitful in the 

practice of machine learning. Virtually every machine-learning algorithm aims to minimize some kind of 

estimation error subject to various constraints—which is an optimization problem. Here are the topics to 

learn: 

 Basics of optimization, how to formulate the problem 

 Maxima, minima, convex function, global solution 

 Linear programming, simplex algorithm 

 Integer programming 

 Constraint programming, knapsack problem 

 Randomized optimization techniques: hill climbing, simulated annealing, genetic algorithms 

3.3 Introductory Concepts of R 

1. Introduction to R: 

R, primarily an open-source programming language, provides an environment for performing statistical 

computing and graphics. It has a suite of software packages that can be used to accomplish a wide range 



of tasks such as data mining, time series analysis, machine learning, multivariate statistical analysis, 

analysis of spatial data, graphical plotting, etc. 

 Origin of R 

R is an alternate implementation of the statistical programming language called S. S-PLUS was developed 

post S as its commercial version. R was introduced later by Ross Ihaka and Robert Gentleman in 1991. 

Though R is independent of S-PLUS, much of its code works without any alteration for R too. The first 

official version of R was released in 1995 as an open-source software package under the GNU General 

Public License. 

 Fundamental operations and concepts 

Here, we explain in brief some basic yet essential concepts and functions an R programming beginner 

should know. Each of the further sub-topics has been demonstrated with a snippet of code implemented 

in R Console (RGui (32-bit)), which can be installed from here. 

 Help-related functions 

 help.start(): opens R‘s official documentation for general help on available functionalities. 

help(―sum‖) or ?sum : opens documentation for the sum() function 

Note: If there is no function with the parameter name, a message will be displayed on the console 

informing the user that there is no documentation for it in the specified packages and libraries. E.g. 

help(―add‖) gives the result: 

help.search(―sum‖) or ??sum : searches the help system to find instances of the string ―sum‖ 

 apropos(―sum‖, mode=‖function‖) : lists all the available functions with ―sum‖ string present in 

their name  

data() : lists all the example datasets available in the currently loaded packages. (A new window 

named ‗R data sets‘ gets opened in the console in which the output appears) 

Some general purpose functions 

 getwd(): to know the current working directory 

setwd(PATH) : sets the specified path as the current working directory (changes done can be 

verified using getwd()) 

 ls() : lists the objects in the current workspace.  

 rm(objects): removes the object(s) specified as parameters from the current workspace 

The following snippet creates objects x,y, z and then use ls() to display the objects‘ names. On executing 

rm(x,y) removes objects x and y so again doing ls() gives only ―z‖ as output. 

https://en.wikipedia.org/wiki/S_(programming_language)
https://cran.rstudio.com/
http://127.0.0.1:20937/library/base/html/sum.html


history(num): opens a new window named ‗R History‘, which contains names of ‗num‘ number of 

last executed commands. If nothing is specified as an argument, last 25 commands are displayed by 

default.  

e.g. > history(5) 

Sample output: 

savehistory(―fname‖) saves the workspace history in a ‗fname‘ named file which can be loaded into 

the current workspace using loadhistory(―fname‖) command. 

 save.image(―my_workspace‖) saves the current workspace to a file named ‗my_workspace‘ which 

can further be loaded using load(―my_workspace‖) command. 

 q() : a dialog box will ask if you want to save the current workspace and then the R console will 

be exited. 

2. Packages in R 

A package in R is a collection of data, functions and compiled code in a properly defined format. Several 

packages are stored in a library.   

 .libPaths() command shows the path location where the library is located 

 library() command displays the list of all the packages saved in the library. 

Sample condensed output: 

 Package installation: install.packages() command displays a list of CRAN mirror websites for 

installing a package. 

Sample condensed output: 

 update.packages() can be used to to get the changes/updates done to each package in the library 

 installed.packages() displays the list of all the installed packages along with some additional 

information such as version number, dependencies etc. 

Particular package can be loaded in the current session using library(―package_name‖) command.  

3. Objects in R 

An object refers to anything that can be assigned to a variable. Each object has two attributes: 

1. length: number of elements in the object 

2. mode: denotes type of the object‘s data (numeric, character, complex or logical) 

Note: ‗numeric‘ data type in R by default means decimal value and not an integer. E.g if we assign x=10 

and then check is.integer(x), it will return FALSE. It can be converted to integer 

type using as.integer() as follows: 

https://cran.r-project.org/doc/FAQ/R-FAQ.html#What-is-CRAN_003f


There are six types of R objects as follows: 

1. Vector: a 1D array which is a collection of fixed-sized cells having the same type of data. 

Ways to create a vector: 

 vector1 <- 1:10          (has elements from 1 to 10) 

 Use ‗seq‘ to create a vector of sequence 

e.g. seq(from=1,to=10, by=2)  (choose elements from 1 to 10 in step of 2) 

 Use ‗rep‘ to create vector having repeated element or another vector  

e.g. rep(―Hi‖,4)          

 Use c() method where ‗c‘ stands for ‗combine‘ 

 e.g. vector1 <- c(1,2,3,4,5) 

Element(s) of a vector can be accessed using indexing as follows: 

2. Matrix: It is a 2D vector with fixed-sized cells having the same type of data. 

Matrix creation example: 

Where, nrow and ncol denote the rows and columns respectively; byrow=TRUE means the matrix will 

be filled row-by-row.  

 Image Classification Using R 

Ways to access element(s) of a matrix: 

 M[n]: nth element of matrix M (counting occurs column-wise, with n=1 denoting the first 

element) 

 M[n,] : nth row of matrix M (n=1 denotes first row) 

 M[,n] : nth column of matrix M (n=1 denotes first column) 

 M[x,y] : element at xth row and yth column 

 M[,c(x,y)] : extract xth and yth columns at a time 

 M[c(x,y),] : extract xth and yth rows at a time 

3. Array : It is one or more dimensional array. So 1D array and 2D array are (almost) the same  as a 

vector and a matrix respectively.  

The one with     3 or more dimensions is said to be a multidimensional array. 

4. List : It is a collection of elements which can be of different data types. Also, the size of a list can 

be expanded on the fly. 

5. Factor : A factor in R is a data object which deals with categorical variables (i.e. those having 

some fixed possible values, e.g. ‗gender‘ and ‗months‘ variable). Each factor has a levels attribute 

that denotes the permitted values of the variable. The usefulness of a factor can be understood 

https://analyticsindiamag.com/hands-on-guide-to-image-classification-using-r/


from the following short example. 

e.g. Suppose, there is a list x1 having some of the months‘ names as its elements. We create a 

factor with the data of x1 and initialize the ‗levels‘ attribute with a list named ‗months‘ which 

contains names of all the months in a year. If we simply sort x1, it will be sorted in alphabetical 

order, but if the factor y1 with well-defined levels is sorted, we get the x1‘s elements sorted in the 

order in which those months occur in a year. 

Now suppose there is a value in a list which does not match any of the ‗levels‘ list, it will be 

converted to NA in the factor and the wrong element will be missing in the output if the factor is 

sorted. 

If we miss defining the levels, explicitly, they will be taken as the data‘s values sorted in 

alphabetical order. 

Levels of a factor can be known using levels() method by passing the factor‘s name as its 

argument. 

6. Data frame : A data frame in R refers to a data table in which the columns can be of different 

types but each particular column holds the same type of data. 

Some inbuilt datasets such as the Iris Flower dataset can be loaded by loading the ‗datasets‘ 

package and then loading the dataset  

using data.frame() as follows: 

We can also create a custom data frame as follows: 

Number of rows and columns of a dataframe can be known using nrow() and ncol() methods 

respectively. 

4. Machine Learning 

 Predictive Analysis in R Programming 

Predictive analysis in R Language is a branch of analysis which uses statistics operations to analysed 

historical facts to make predict future events. It is a common term used in data mining and machine 

learning. Methods like time series analysis, non-linear least square, etc. are used in predictive analysis. 

Using predictive analytics can help many businesses as it finds out the relationship between the data 

collected and based on the relationship, the pattern is predicted. Thus, allowing businesses to create 

predictive intelligence. 

In this article, we‘ll discuss the process, need and applications of predictive analysis with example codes. 

I. Process of Predictive Analysis 

Predictive analysis consists of 7 processes as follows:  

 Define project: Defining the project, scope, objectives and result. 

 Data collection: Data is collected through data mining providing a complete view of customer 

interactions. 

 Data Analysis: It is the process of cleaning, inspecting, transforming and modelling the data. 



 Statistics: This process enables validating the assumptions and testing the statistical models. 

 Modelling: Predictive models are generated using statistics and the most optimized model is used for 

the deployment. 

 Deployment: The predictive model is deployed to automate the production of everyday decision-

making results. 

 Model monitoring: Keep monitoring the model to review performance which ensures expected 

results. 

II. Need of Predictive Analysis 

 Understanding customer behavior: Predictive analysis uses data mining feature which extracts 

attributes and behaviour of customers. It also finds out the interests of the customers so that 

business can learn to represent those products which can increase the probability or likelihood of 

buying. 

 Gain competition in the market: With predictive analysis, businesses or companies can make their 

way to grow fast and stand out as a competition to other businesses by finding out their weakness 

and strengths. 

 Learn new opportunities to increase revenue: Companies can create new offers or discounts based on 

the pattern of the customers providing an increase in revenue. 

 Find areas of weakening: Using these methods, companies can gain back their lost customers by 

finding out the past actions taken by the company which customers didn‘t like. 

III. Applications of Predictive Analysis 

 Health care: Predictive analysis can be used to determine the history of patient and thus, determining 

the risks. 

 Financial modelling: Financial modelling is another aspect where predictive analysis plays a major role 

in finding out the trending stocks helping the business in decision making process. 

 Customer Relationship Management: Predictive analysis helps firms in creating marketing campaigns 

and customer services based on the analysis produced by the predictive algorithms. 

 Risk Analysis: While forecasting the campaigns, predictive analysis can show an estimation of profit 

and helps in evaluating the risks too. 

Example: 

Let us take an example of time analysis series which is a method of predictive analysis in R programming: 

x <-c(580, 7813, 28266, 59287, 75700,   

       87820, 95314, 126214, 218843, 471497,  

       936851, 1508725, 2072113)  



     # library required for decimal_date() function  

library(lubridate)  

 # output to be created as png file  

png(file="predictiveAnalysis.png")  

 # creating time series object  

# from date 22 January, 2020  

mts <-ts(x, start =decimal_date(ymd("2020-01-22")),  

                           frequency =365.25/7)  

 plotting the graph  

plot(mts, xlab ="Weekly Data of sales",  

          ylab ="Total Revenue",  

          main ="Sales vs Revenue",   

          col.main ="darkgreen")  

     # saving the file   

dev.off()  

Output: 

 

Fig 3.3: Predictive Analysis 

 



5. Logistic Regression Analysis in R 

Introduction 

In this article, you'll learn about Logistic Regression in detail.  Believe me, Logistic Regression isn't easy 

to master. It does follow some assumptions like Linear Regression. But its method of calculating model 

fit and evaluation metrics is entirely different from Linear/Multiple regression. 

What is Logistic Regression? 

Many a time, situations arise where the dependent variable isn't normally distributed; i.e., the assumption 

of normality is violated. For example, think of a problem when the dependent variable is binary 

(Male/Female). Will you still use Multiple Regression? Of course not! Why? We'll look at it below. 

Logistic Regression belongs to the family of generalized linear models. It is a binary classification 

algorithm used when the response variable is dichotomous (1 or 0). Inherently, it returns the set of 

probabilities of target class. But, we can also obtain response labels using a probability threshold value. 

Following are the assumptions made by Logistic Regression: 

1. The response variable must follow a binomial distribution. 

2. Logistic Regression assumes a linear relationship between the independent variables and the link 

function (logit). 

3. The dependent variable should have mutually exclusive and exhaustive categories. 

In R, we use glm() function to apply Logistic Regression. In Python, we use sklearn.linear_model 

function to import and use Logistic Regression. 

What are the types of Logistic Regression techniques? 

Logistic Regression isn't just limited to solving binary classification problems. To solve problems that 

have multiple classes, we can use extensions of Logistic Regression, which includes Multinomial Logistic 

Regression and Ordinal Logistic Regression. Let's get their basic idea: 

1. Multinomial Logistic Regression: Let's say our target variable has K = 4 classes. This technique 

handles the multi-class problem by fitting K-1 independent binary logistic classifier model. For doing 

this, it randomly chooses one target class as the reference class and fits K-1 regression models that 

compare each of the remaining classes to the reference class. 

Due to its restrictive nature, it isn't used widely because it does not scale very well in the presence of a 

large number of target classes. In addition, since it builds K - 1 models, we would require a much larger 

data set to achieve reasonable accuracy. 

2. Ordinal Logistic Regression: This technique is used when the target variable is ordinal in nature. Let's 

say, we want to predict years of work experience (1,2,3,4,5, etc). So, there exists an order in the value, i.e., 

5>4>3>2>1. Unlike a multinomial model, when we train K -1 models, Ordinal Logistic Regression 

builds a single model with multiple threshold values. 

If we have K classes, the model will require K -1 threshold or cutoff points. Also, it makes an imperative 

assumption of proportional odds. The assumption says that on a logit (S shape) scale, all of the 

thresholds lie on a straight line. 



Note: Logistic Regression is not a great choice to solve multi-class problems. But, it's good to be aware 

of its types. In this tutorial we'll focus on Logistic Regression for binary classification task. 

How does Logistic Regression work? 

Now comes the interesting part! 

As we know, Logistic Regression assumes that the dependent (or response) variable follows a binomial 

distribution. Now, you may wonder, what is binomial distribution? Binomial distribution can be 

identified by the following characteristics: 

 There must be a fixed number of trials denoted by n, i.e. in the data set, there must be a fixed 

number of rows. 

 Each trial can have only two outcomes; i.e., the response variable can have only two unique 

categories. 

 The outcome of each trial must be independent of each other; i.e., the unique levels of the 

response variable must be independent of each other. 

 The probability of success (p) and failure (q) should be the same for each trial. 

 

Data Visualization in R 

3.4 Data Visualization in R: 

In this article, we will create the following visualizations: 

Basic Visualization 

1. Histogram 

2. Bar / Line Chart 

3. Box plot 

4. Scatter plot 

 Basic graphs in R can be created quite easily. The plot command is the command to note. 

 It takes in many parameters from x axis data , y axis data, x axis labels, y axis labels, color and 

title. To create line graphs, simply use the parameter, type=l. 

 If you want a boxplot, you can use the word boxplot, and for barplot use the barplot function. 

1. Histogram 

Histogram is basically a plot that breaks the data into bins (or breaks) and shows frequency distribution 

of these bins.  You can change the breaks also and see the effect it has data visualization in terms of 

understandability. 

Let me give you an example. 

Note: We have used par(mfrow=c(2,5)) command to fit multiple graphs in same page for sake of clarity( 



see the code below). 

The following commands show this in a better way. In the code below, the main option sets the Title of 

Graph and the col option calls in the color pallete from RColorBrewer to set the colors. 

 library(RColorBrewer) 

data(VADeaths) 

par(mfrow=c(2,3)) 

hist(VADeaths,breaks=10, col=brewer.pal(3,"Set3"),main="Set3 3 colors") 

hist(VADeaths,breaks=3 ,col=brewer.pal(3,"Set2"),main="Set2 3 colors") 

hist(VADeaths,breaks=7, col=brewer.pal(3,"Set1"),main="Set1 3 colors") 

hist(VADeaths,,breaks= 2, col=brewer.pal(8,"Set3"),main="Set3 8 colors") 

hist(VADeaths,col=brewer.pal(8,"Greys"),main="Greys 8 colors") 

hist(VADeaths,col=brewer.pal(8,"Greens"),main="Greens 8 colors") 

 

 

Fig 3.4: Histogram 

Notice, if number of breaks is less than number of colors specified, the colors just go to extreme values 

as in the ―Set 3 8 colors‖ graph. If number of breaks is more than number of colors, the colors start 

repeating as in the first row. 

2. Bar/ Line Chart 

 Line Chart 

Below is the line chart showing the increase in air passengers over given time period. Line Charts are 

commonly preferred when we are to analyse a trend spread over a time period. Furthermore, line plot 

is also suitable to plots where we need to compare relative changes in quantities across some variable 

(like time). Below is the code: 

plot(AirPassengers,type="l")  #Simple Line Plot 

https://www.analyticsvidhya.com/wp-content/uploads/2015/07/Rplot.png


 

Fig 3.5: Line Chart 

 Bar Chart 

Bar Plots are suitable for showing comparison between cumulative totals across several 

groups.  Stacked Plots are used for bar plots for various categories. Here‘s the code: 

barplot(iris$Petal.Length) #Creating simple Bar Graph 

barplot(iris$Sepal.Length,col  = brewer.pal(3,"Set1")) 

barplot(table(iris$Species,iris$Sepal.Length),col  = brewer.pal(3,"Set1")) #Stacked Plot 

 

Fig 3.6: Bar Chart 

3. Box Plot  

Box Plot  shows 5 statistically significant numbers- the minimum, the 25th percentile, the median, the 

https://www.analyticsvidhya.com/wp-content/uploads/2015/07/Rplot01.png
https://www.analyticsvidhya.com/wp-content/uploads/2015/07/Rplot04.png
https://www.analyticsvidhya.com/wp-content/uploads/2015/07/Rplot01.png
https://www.analyticsvidhya.com/wp-content/uploads/2015/07/Rplot04.png


75th percentile and the maximum. It is thus useful for visualizing the spread of the data is and 

deriving inferences accordingly. Here‘s the basic code: 

boxplot(iris$Petal.Length~iris$Species) #Creating Box Plot between two variable 

Let‘s understand the code below: 

In the example below,  I have made 4 graphs in one screen. By using the ~ sign, I can visualize how the 

spread (of Sepal Length)  is across various categories ( of Species). In the last two graphs I have 

shown the example of color palettes. A color palette is a group of colors that is used to make the graph 

more appealing  and helping create visual distinctions in the data. 

  

data(iris) 

par(mfrow=c(2,2)) 

boxplot(iris$Sepal.Length,col="red") 

boxplot(iris$Sepal.Length~iris$Species,col="red") 

oxplot(iris$Sepal.Length~iris$Species,col=heat.colors(3)) 

boxplot(iris$Sepal.Length~iris$Species,col=topo.colors(3)) 

 

Fig 3.7: Box Plot 

https://www.analyticsvidhya.com/wp-content/uploads/2015/07/Rplot03.png


1. Data Science/Analytics Fundamentals 

Learning Outcomes: 

After attending the course, the participants understand and apply the fundamental concepts and 

techniques in data science 

1 Key concepts in data science, including tools, approaches, and application scenarios 

2 Topics in Supervised and Unsupervised Machine Learning Techniques 

3 Topics in Ensemble Learning 

4 Key Concepts in Fine Tuning of the models using Regularization and Feature Engineering. 

5 Topics in Time Series Analysis 

6 Understanding Artificial Neural Networks and Convolution Neural Network 

7 Solve real-world data-science problems in the domains of Computer Vision and Internet 

of Things 

Pre-requisite: 

·       Basic knowledge of Mathematics 

Duration: 40 Hours 

Software/ Hardware Requirements: 

Personal Computers with Internet connectivity 

Google Colab Environment Setup Instructions 

Colaboratory, or ―Colab‖ for short, is a product from Google Research. Colab allows to write and 

execute arbitrary python code through the browser, and is especially well suited to machine learning, 

data analysis. More technically, Colab is a hosted Jupyter notebook service that requires no setup to 

use, while providing free access to computing resources including GPUs. 

1. Setting up your drive 

1.1 Create a folder for your notebooks 

You can create your folder by going to your Google Drive and clicking “New” and then 

creating a new folder.  

https://drive.google.com/


 

Fig Ds.8 File upload 

While you‘re already in your Google Drive you can create a new Colab notebook. Just by 

clicking ―New‖ and drop the menu down to ―More‖ and then select ―Colaboratory.‖ 

 

Fig 3.9: New Book Creation 

Otherwise, you can go directly to Google Colab. Now you‘re in Colab, you can rename your 

notebook by clicking on the name of the notebook and changing it or by dropping the ―File‖ 

menu down to ―Rename.‖ 

 

https://colab.research.google.com/


 

1. 2 Importing libraries  

For the most part, you can import your libraries by running import like you do in any other 

notebook. 

 

Then you can continue with your imports.  

Fig Ds.10 Rename colab nootebook 

1. Data Science/Analytics 

Objective: To extract valuable information for use in strategic decision making for real world 

problems, product development, trends analysis, and forecasting. 

Outcome: Develop the ability to build and assess data-driven models using relevant programming 

skills. 

Content Overview: Brief Introduction to Data Science/Data Analytics with its various applications. 



2. Basics Python Programming and Data Science 

Objectives: 

1 To acquire programming skills in core Python. 

2 To familiarize the Google Colab Environment   

Outcome: Programming capability to solve various problems in the data science domain. 

Contents: 

1 Introduction to Python programming and Google colab environment. 

2 Structure of a python program. 

3 Important Libraries-Numpy, pandas, matplotlib. 

4 Data preprocessing techniques- data exploration, correlational analysis, data wrangling, 

missing value treatment. 

5 Functions 

3. Machine Learning 

3.1 Regression analysis: 

Objective: To explain variability in dependent variables by means of one or more independent or 

control variables.  

Outcomes: Learn how to apply linear regression models in practice: identify situations where linear 

regression is appropriate; build and fit linear regression models with software; interpret estimates and 

diagnostic statistics; produce exploratory graphs. 

Content Coverage: Shall cover mainly linear regression, multiple linear regressions, logistic 

regression, polynomial regression and its practical implementations.  

3.2 Classification:  

Objective: To classify the different datasets depending on certain classification criterions. 

Outcome: Learning how to predict the group memberships of individual‘s datasets. 

Content Coverage: KNN Classifier, Decision-Tree Classifier, Logistic Regression, Naive-Bayes 

Classifier, Support Vector Machines, Finally, practical implementation of all. 

3.3 Clustering Analysis:  

Objective: The goal of cluster analysis is to assign observations to groups or clusters so that 

observations within each group are similar to one another with respect to variables or attributes of 

interest, and the groups them- selves stand apart from one another. 

Outcome: Learning how to create clusters using various algorithms and their implementations. 

Content Coverage: K-Means and Hierarchical 

 



3.4 Feature  

Objectives:  

1 Preparing the proper input dataset, compatible with the machine learning algorithm 

requirements 

2 Improving the performance of machine learning models 

Outcome: Learning the process of transforming raw data into features that better represent the 

underlying problem to the predictive models, resulting in improved model accuracy on unseen data. 

Content Coverage: Imputation, Outliers, Binning, Log Transform, One-Hot Encoding, Grouping 

Operations, Scaling 

3.5 Model Validation: 

Objective: Evaluating the model performance using testing dataset. 

Outcome: Learning the process of model evaluation to check its performance against a testing 

dataset. 

Content Coverage: Hyperparameters, Cross Validation, Validation Curves 

3.6 Dimensionality Reduction: 

Objective: Reduce the dimensionality by projecting the data to a lower dimensional subspace that 

captures the data essence. 

Outcome: Learning the process of reducing the number of input variables in the training data. 

Content Coverage: PCA, LDA, ICA, Graph based Techniques 

4.  Ensemble Learning: 

Objective: To introduce the concept of ensemble learning and understand its different methods 

such as stacking, blending, bagging and Boosting. 

Outcome: Participants will be able to apply ensemble learning techniques to improve the results. 

Content: Ensemble Learning Techniques:  Stacking, Bagging, Boosting, Blending  

5.  Recommender Systems 

Objective: The objective of recommender systems is to provide recommendations based on 

recorded information on the users' preferences.  

Outcome: Learning information filtering techniques to process information and provide the user 

with potentially more relevant items. 

Content Coverage: Basic concepts, Content-based filtering, collaborative filtering, Evaluation of 

recommender systems 

6. Time-Series Analysis and Forecasting 

Objective: Explain the dynamic properties of a physical system by analyzing the input time series 



and performing prediction.  

Outcome: Learning the process of analyzing time-series data using different models and techniques. 

Content Coverage: 

1. Introductory Concepts 

2. Autoregressive Integrated Moving Average Models 

3. Seasonal ARIMA Models 

4. Intervention Analysis and Outlier Detection 

5. Multivariate Time Series Analysis and Forecasting  

7. Deep Leaning  

7.1 Neural Networks and CNN 

Objective: The objective of an Artificial Neural Network is to compute output values from 

inputs using a computational model inspired by biological neurons for solving real world 

problems. 

Outcome: Learning the key steps involved in Artificial Neural Network and Convolution Neural 

Networks and their  application. 

Content Coverage: 

1. Perceptron Network, MLP and ANN 

2. Gradient Descent & Backpropagation 

3.  Understanding Convolution Filters 

4.  Fully Connected layer & Classification 

5.  Other Popular Networks 

8. Computer Vision 

Objective: The purpose of computer vision is to program a computer to "understand" a scene or 

features in an image.  

Outcome: Learning the process of detection, segmentation, and classification of objects in 

images (e.g., human faces). Learning key concepts of unsupervised learning applied to computer 

vision problems using Autoencoders and GAN. 

Content Coverage: 

1. Image Features 

2. Image Segmentation  

3. Image Classification 

4. Autoencoders and GAN for Computer Vision 



9. IOT Analytics 

Objective: The objective of IoT analytics is to gain value from large volumes of data generated 

by devices connected via the Internet of Things (IoT). 

Outcome: Learning the process of retrieving data through different sensors and then performing 

its analysis. 

Content Coverage: Example Sensors, Various applications, Case Studies 

10. Projects 

Objective: to let the students apply the programming knowledge into the given problems. 

Outcome:  Participants will be able to  apply machine learning and deep learning concepts to 

solve the given small problems. 

List of the Projects: 

1. BigMart Sales Prediction ML Project 

2. Home Value Prediction Project 

3. Stock Prices Predictor using Time Series Forecasting 

4. Coupon Purchase Prediction 

5. Retail Price Optimization using Machine Learning 

11. ZoomIt: An Online Teaching Tool 

ZoomIt is a tool for screen-zooming and annotations used mainly for presentations and 

instructional videos. It can have multiple applications as its simple nature makes it quite flexible. 

It runs in the background and it‘s activated by fast shortcuts that you can easily customize inside 

the app‘s options menu. 

ZoomIt Default Shortcuts 

Remember to always open Zoom It at least once to ―turn on‖ the functionality.  

Zoom: Ctrl+1  

Exit Zoom: Esc or Right Mouse Click  

Draw Mode: Ctrl + D (Left mouse Click while in zoom mode)  

 Ctrl + Z = Undo  

 E = erase all  

 Hold CTRL and press UP or DOWN arrow keys to change size of pen.  

 Change pen color by pressing R(red), G(green), B(blue), O(orange), Y(yellow), and P(pink)  

 Hold SHIFT to draw straight lines.  

 Hold CTRL to draw boxes.  

https://www.dezyre.com/article/top-10-machine-learning-projects-for-beginners-in-2021/397/#bigmart
https://www.dezyre.com/article/top-10-machine-learning-projects-for-beginners-in-2021/397/#zillow
https://www.dezyre.com/article/top-10-machine-learning-projects-for-beginners-in-2021/397/
https://www.dezyre.com/article/top-10-machine-learning-projects-for-beginners-in-2021/397/#coupon
https://www.dezyre.com/article/top-10-machine-learning-projects-for-beginners-in-2021/397/#retailprice


 Hold TAB to draw circles.  

 Hold SHIFT+CTRL to draw arrows.  

 W = white sketchpad 

 K = Black sketchpad  

 

 CTRL+C to copy screen  

 CTRL+S to save screenshot RIGHT CLICK to exit drawing mode.  

Typing Mode: T while in Zoom mode  

ESC or LEFT CLICK to exit typing mode 
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Automation has transformed the facets of the today‘s business. Furthermore, the occasion of applying 

robotic automation in corporate industry processes has been ahead more consideration as they challenge 

in a digital era, which requires perfect processes. With RPA Robotic Process Automation invention, 

businesses are automating knowledge-based, specialized service developments that don't request human 

interaction. Simultaneously, it is helping as a fundamental innovation to the conventional understanding 

of labor requirement. 

Robotic Process Automation is the expertise that allows individuals to install, configure and computer 

software to match and integrate the movements of a human interaction within digital schemes to execute 

a corporate business process. It operates the user interface to capture data and manipulate claims just like 

people do. They can interpret, trigger, reactions and communicate with additional systems in order to 

perform on a huge variety of repetitive tasks. An RPA software robot brands very fewer mistakes and 

charges less than an employee. 

RPA consists of three key technologies: screen scraping, workflow automation, and artificial intelligence. 

a) Screen scraping is the process of gathering data from an inheritance application so that the data 

can be showed in a more contemporary user interface.  

b) The workflow automation software eradicates the need for physical data entry and increases 



order fulfillment rates, including increased rapidity, efficiency, and accuracy. It decreases the 

chance of errors.  

c) Artificial Intelligence includes the ability of computer systems to achieve tasks extra efficiently 

than a human can work 

Robotic Process Automation (RPA) — the automation of multifaceted processes that substitutes 

humans through the execution of progressive software — is renovating the future of back office 

developments. Industries across the world are appreciating that RPA is the next momentous for digital 

transformation that will empower employees to stop working on tedious tasks. Robotic Process 

Automation permits employees to essence on more value adding creativities, which are commanding for 

the lowest floor of the business. To guarantee the accuracy and applicability of movements recognized in 

Robotic Process Automation. 

In last decade various companies were seeking cost saving strategies in the form of labour requirement 

and as a result, several tasks were stimulated to low-cost countries throughout world. Organizations take 

benefits of Robotic Process Automation in their Business process. RPA allows businesses to radically 

progress cost effectiveness and quality enhancements in their transactional functions and processes. A 

key benefits of Robotic Process Automation is that dissimilar like previous IT transformations for 

example as Enterprise Resource Planning (ERP‘s), RPA does not require a massive upfront investment 

or a significant change to the current IT systems and processes. In fact, RPA can be implemented 

relatively quickly when compared to previous digital transformations, as it requires minimal capital or 

infrastructure. RPA can act as an additional employee that can work between the IT systems and with the 

back office processes in various functions. Similarly, to humans, RPA can acquire from people and copy 

their task and processes, eventually taking over the processes that humans once completed, at a much 

faster pace. Robotic Process Automation is going to continue to develop and work with increasingly 

complex processes and tasks. 

Robotic Process Automation and Business Process Management have similarities, they are in fact 

fundamentally different. BPM works from the top down, standardizing all processes throughout its 

implementation. In comparison, Robotic Process Automation works from the bottom up, integrating 

itself with processes. While RPA automates processes, it does not standardize them, nor does it help to 

standardize processes. BPM standardizes processes, but does not automate them. Even though RPA 

does not standardize processes, having standardized processes is hugely beneficial for RPA, as can be 

seen by the fact that the majority of processes that will see an increase in RPA usage in the near future 

are also the processes that are currently the most standardized.  

Robotic Process Automation is unquestionably the next wave in digital transformation—RPA is a 

software application that can reproduce processes humans would work to move information through and 

between different technology application platforms. Robotic automation uses software as a virtual 

platform to operate on existing application software (e.g. ERPs, e-CRMs, e-SCM) in the same way that 

an individual finishes a process. What is predominantly innovative about robotic automation software is 

that it ensures not necessarily require businesses to make variations to their strategic processes. Even if 

businesses are divided geographically or have numerous technological systems implemented, RPA is able 

to interconnect all systems and applications. Therefore, RPA may function as a quick win-win solution 

for progression of optimization. While knowledge-based automation techniques, tools and cognitive 

artificial intelligence systems are introducing the digital market, the majority of businesses are presently 

motivated on rules-based robotic automation solutions, which means that RPA can do well with 



multifaceted processes that have a precise set of repetitive instructions. Rules-based activity would 

comprise tasks in back-office work and processes, such as completing bill, gate pass, challan and invoices. 

As RPA becomes more commendable, businesses will start to implement knowledge-based automation, 

empowering robotic automation to do with many more exceptions. A classic example of knowledge-

based automation would be in CRM,e-CRM,e-SCM functions, identified for information across systems 

and responding customer communication and request. Finally, while RPA has not developed into the all-

cognitive border, experts positively realize potential for RPA to ultimately be able to contemplate for 

itself, doing alongside humans on value-adding creativities that are important for every enterprise 

foundation level  

Robotic Process Automation is previously transforming back-office task and processes  like Customer 

Service, support, Finance and Human Resource Management for rules-based activities. Robotic Process 

Automation is not only beneficial for employees and employer, but also for all type of businesses 

operations. Activities can be accomplished quickly, accurately, efficiently and at a lesser cost through the 

implementation of robotic automation solutions. Statistics show that robots work meaningfully faster 

than human beings. 

RPA (Robotic Process Automation) is the expertise that enables software 'robots' to carry out repetitive, 

rule-based digital tasks. Humans typically perform these tasks through the user interface, using the mouse 

and keyboard. RPA robots are capable of mimicking human actions, and they are typically more accurate, 

faster, and more consistent at it. 

Automation is a term that describes more accurately these possibilities that exceed the sphere of basic 

RPA. Sometimes we use these two terms interchangeably, given that RPA is still at the core of 

automation. 

But Nowadays RPA is not just about automating the rule-based processes, it's evolving by training the 

robot to make an intelligent decision and work on data. Combined with Artificial Intelligence (AI), 

RPA can target more sophisticated work. This opens up endless possibilities on the path towards a fully 

automated enterprise. 

a) Automation will replace humans in the workforce.  

It‘s true that many business tasks previously performed by human employees can now be automated with 

RPA. 

Yet, even with the rise of artificial intelligence (AI), these expertise are not totally independent from 

humans, nor are they presently able to replicate the higher-level thinking of which humans are 

accomplished. 

At the same time, the human workforce will certainly be augmented by RPA. Companies and their 

employees will benefit from it. For example: 

1. RPA permits employees to upsurge their efficiency and productivity, and employees will be able to 



focus on higher-level happenings, such as sales or marketing. These actions create business value 

and stand-in deeper assignation with customers. 

2.  Employee roles and responsibilities are redefined, and talent is moved to focus on customer-facing 

tasks in the front office. There will no lengthier be a need to focus on boring, back-office tasks. 

b) RPA software robots are precise and correct 

RPA software robots can make mistakes. The robots will follow the instructions given. If the process is 

flawed, since the RPA robot cannot improve any defects, the automation will be flawed.  

It is up to human employees to spot early in the automation process any mistakes present in the 

instructions. Unless detected, these errors force that the work will need to be rebuilt, either physically or 

by re-automating tasks after the errors have been fixed. 

c) Any process that can be automated with RPA can also be automated using APIs and programming 

languages 

It is true, but automation done by APIs and programming languages consumes more resources. 

Typically, the processes need to be first redesigned and only then automated. RPA, on the other hand, is 

non-invasive, because it aims to automate the processes as they are carried out by human users. This 

makes it a scalable approach. 

d) RPA will not work in my business/Industry  

There‘s a common misapprehension that RPA can be use in certain industries, such as accounts and 

finance. However, automatable tasks exist in every business. RPA can be functional to almost any 

ordinary, rules-based, high-volume business action in any business. Here are a couple of scenarios in 

which RPA can be used:  

- Order processing and execution in retail 

- Claims processing and execution in the insurance industry 

- Fraud detection and fixing in banks 

- Communication and relationship with customers in the manufacturing business 

- Patient appointments scheduling in the healthcare industry 

e) RPA is not value added or the cost of investment. 

RPA does have preliminary implementation costs, but the investment is not as important as a business 

process management software (BPM) or enterprise resource planning (ERP) operation.   

At the same time, RPA delivers quick internal cost reduction and substantial increases in ROI (Return of 

Investment). Some of the paybacks are: 

Operating costs cut down 

Task efficiency increased 

Reduced compliance errors and risks 

Improved customer experience 



Increased employee satisfaction and engagement 

Accelerated digital transformation 

One of the myths debunked above was "Automation will not work in my industry". In fact, automation 

can take on almost any repetitive task performed on a machine. Further you can find those in any 

industry.  

Let's see some examples that are common in many businesses: 

a) Payroll Processing: 

Payroll processing refers to the actions that companies take to pay their employees—keeping track of 

their presence, of their salaries, bonuses, and taxes, etc.  

Payroll processing needs physical interference month after month, every year that to be automated so 

that the bot can handle payroll processing as well as claim processing submitted by employees.  

RPA service and system can be used to extract the facts that are required from saved timesheets by 

employees and estimate the pay from their specified contracts and pay them as well (by even ordering the 

essential bank dealings). 

b) Customer Complaint Processing: 

Irrespective of industry, customer complaints are always a part of any service for serving better customer 

service. Their feedback is an important indicator of the business's health and a good predictor of the 

future of the company. 

Through RPA, customer complaints can be categorized based on keywords and other criteria, and 

practical solutions can be recommended to the customers right away. By automating this, the customer 

grievances can be replied 24 x 7 instead of 8 hours a day and only 7 days a week. 

c) Client Information Updating: 

Any organization that has implemented a CRM (Customer Relationship Management) faces all sorts of 

related issues: the client-base is varies across many topographies, there are frequent request calls to the 

back-end databases, updates, and save the changes are coming from all sources. 

RPA solutions can process these requests in bulk instead of one after the other, reducing the load on the 

back-end schemes and ensuring improved performance and data quality across the whole application, 

also a failure of one request doesn‘t stop the bot from processing other requests. 

There are lots of tools available in the market for RPA, each tool has its own feature and capabilities. 

Also, open-source RPA tools are there to automate the business processes. An enterprise should check 

the feasibility of the tool to complete the requirement and then should choose based on their 

requirement, the cost involved, etc. 



Below are few mostly used tools of RPA. 

1. UiPath 

2. Blue Prism 

3. Automation Anywhere 

4. Pega 

5. WorkFusion 

UiPath gives a wide range of products during the whole lifecycle of RPA. There are different products 

available for each phase of process automation, also it offers different integration with other tools. Also, 

UiPath provides the concept of an attended robot that enables the user to trigger the automation when 

they want and provide the input to complete the process run. 

Below is the product suite of UiPath during each stage of automation. 

 

Fig 4.1: Product Suite of UiPath 

Also, This Forrester Trend scrutinizes the rapidly maturing RPA market to appreciate and evaluate this 

developing space - highlighting what‘s significant to appearance for in RPA providers and providing an 

valuation of the vendors. 



 

Fig 4.2: Forrester Trend Scrutinizes 

By means of a thorough and clear evaluation methodology, The Forrester Wave™: Robotic Process 

Automation, Q1 2021 names UiPath a Leader with the maximum ranking in each of three classes: 

Current Offering, Strategy, and Market Presence. 

Each project has its lifecycle that mapped to the model. RPA process also has a lifecycle to automate the 

processes It starts with requirement gathering, checking feasibility or doing POC (Proof of Concept), 

Documentation, building the automation, testing and deployment in the production environment, 

running the automations, notifying the unhandled cases for the process improvement.    

Below is the lifecycle of process automation and how the UiPath product performs a role during this 

entire lifecycle of automation. 



Fig 4.3: Lifecycle of Automation 

a) Requirement Gathering (discovery): 

The typical enterprise-scale RPA implementation starts with testing the capabilities of automation for 

one process. And the results are good, so naturally, you want to automate more. As the scaling starts, you 

need the best understanding of the "as is" processes in order to prioritize them for automation. 

The challenges of process discovery 

1. Process maps are built by business users or process experts and lack reliable data on types of 

exceptions and how often they occur. 

2. Even when process data is available, it's difficult to bring all sources together to build objective and 

meaningful process maps. 

3. Even when process maps are available, it's hard to assess their automation suitability and prioritize 

them. 

The Main Features of UiPath Task Mining 

Centralized Tool with Easy Setup 

The tool is easy to setup and manage from UiPath Orchestrator, our platform component for managing 

RPA. It consists of a central console and agents installed on the machines of the users. The agents feed 

information into the central engine. 

Once the process map is built, it can be easily exported to a Process Definition Document or UiPath 

Studio workflow file. 

Data-driven Process Map 

Based on the ways tasks are performed by users on their machines, UiPath Task Mining builds a 

centralized process map, containing everything from a number of steps, clicks, and execution time to 

actual screenshots. 

Process Insights & Automation Report 



Based on the scientific data analysis, UiPath Task Mining provides an RPA score for each task and a 

report with automation suggestions. 

The Main Features of UiPath Process Mining 

Comprehensive View on Processes Based on Existing Data 

UiPath Process Mining turns existing back-end data from your IT systems, databases, and flat files into 

an end-to-end process visualization. It connects easily with more than 40 ERP, CRM, and other 

applications and with any database without third-party tools. 

Automation Opportunity Assessment 

UiPath Process Mining offers data-driven insights to support the process of prioritizing the automation 

ideas in your organization.  

Continuous Process Monitoring 

The intuitive process visualization enables continuous monitoring of your processes for further 

improvement. 

b) Development (Build): 

UiPath Studio is at the core of our RPA capabilities. It's where RPA goes from idea to reality. and while 

it was created for professional developers, it shares with StudioX some capabilities that make it easy to 

use, such as the visual editor and the drag-and-drop activities. 

How does it look like? 

 

Fig 4.4: UiPath StudioX 

c) Testing & Deployment (Manage): 

On top of the main RPA management capabilities presented in the previous section, many large 

enterprise clients have certain needs, starting with having the solution installed on-premises or in a 

private cloud. 



What UiPath Orchestrator offers 

UiPath Orchestrator has been historically our first solution for robot and license management. After the 

release of the UiPath Cloud Platform, it is mostly preferred by large enterprise customers with on-prem 

or private cloud deployments. 

While sharing most of the features with UiPath Cloud Platform, the features below cater to these large 

enterprise customers: 

Enterprise-Scale Management Capabilities 

Folders are available in UiPath Orchestrator to separate automation workflows and user rights. Together 

with the integration with Active Directory at the user and group level, it provides low-touch license 

management: as long as a user is part of an Active Directory group with access to licenses, a robot will be 

automatically provisioned and will have the group rights. 

Credential Store Integration 

If the company has already a credential store set up, it can be integrated with Orchestrator. The users and 

robots will not only be able to access it, but they will also be able to edit. 

High-Availability 

UiPath Orchestrator can be deployed as a multi-node, using a solution developed for UiPath. This 

solution ensures permanent availability and disaster recovery. At the same time, the multi-node 

infrastructure can be used to ensure a balanced distribution of robots. 

Queues with Predictive SLAs 

As many large organizations tend to have clear and strict SLAs for processes, these should apply to 

automation. Queues in UiPath Orchestrator can be set up with SLAs and clear procedures when these 

are at risk or exceeded, such as provisioning extra robots. 

d) Human in Loop (Engage): 

RPA is about creating a true collaboration between robots and human users, with the activities split to 

match the strengths of each actor - speed and accuracy for the robot, and critical thinking and complex 

decision-making for humans. 

Engage is about creating an ecosystem in which the way activities are carried out by humans and robots 

don't generate breaks in the processes, instead of ensuring a continuous and effective flow. 

What UiPath Action Center Offers? 

Tasks for Robot-Human Hand-off 

 Whenever the robot reaches a human intervention point, a Task is being created and sent to 

Orchestrator. The robot is now freed to take the next job; 

 The human user receives the task in a centralized inbox and provides input in different forms; 

 A free robot (not necessarily the one that created the task) can resume the automation from where it 

was handed off to the human user. 



Flexibility 

 Human in the loop scenarios can be accommodated by the UiPath Enterprise RPA Platform through 

specific activities and processes in UiPath Studio and flexible integration with Orchestrator through 

Jobs, Tasks and Queues; 

 Tasks can be accessed and processed by humans using the Orchestrator mobile application or 

desktop instance. 

End-to-End Process Monitoring 

Carrying out a long-running workflow as a single process is not enough, you need to be able to monitor 

it as a single process. And this is what we offer through the Process Monitoring capability in 

Orchestrator. You get: 

 a process execution summary of robots, human, and triggers to identify and resolve bottlenecks; 

 End-to-end visibility across the entire process in a single place, to be able to make decisions to 

optimize it. 

e) Stabilize the process – Hyper care (Measure) 

Measuring return on investment (ROI) and process indicators is something that most companies do for 

the growth in business. And RPA implementations should be measured both as regular business 

processes, and also using specific metrics. 

Monitoring can start with the first RPA implementation and should become an important part of the 

cycle when companies scale RPA and look for continuous improvement. 

UiPath Insights is a powerful, embedded analytics tool that helps you to quantify, report, and 

bring into line RPA processes with tactical business results. 

f) Constant Improvement 

The process automation performance is assessed, the benefits tracked for the constant delivery, and the 

changes managed for making the process automation stable, covering all scenarios and less prone to 

errors. 

The UiPath Platform offers you the components you need to design and develop automation projects, 

execute the instructions automatically and manage your robot workforce. The components of the UiPath 

Platform are Studio (the workflow designer), Orchestrator (the robot management platform), and the 

Robot (the agent executing the instructions).  



 

Fig 4.5: UiPath Platform 

a) UiPath Studio 

Helps you to design automation workflows visually, quickly, and with only basic or no programming 

knowledge. The Studio is where the automated processes are built in a visual way, using the built-in 

recorder, drag & drop activities, and best practice templates. 

Installing UiPath Studio Community Edition 

The best way to understand the UiPath Suite components is to start working with them. During this 

learning plan, you will have lots of opportunities to practice, so let's start by installing UiPath Studio. 

Note that there are three installation options: 

Community Edition 

Permanently free. Upgrade to Enterprise easily.  

 2 Studios for sketching and designing automation 

 3 Robots 

 Cloud-hosted Orchestrator 

 Forum and group  support 

 UiPath Conservatoire access 

Enterprise Server Edition 

On-premises initiative deployments for large industries. 

 Limitless Studios for designing automation 

 Unrestricted Robots 

 On-premises Orchestrator 

 Superior Support 



 Balance as you grow 

 Self-controlled updates 

 UiPath certified training associates 

  

Enterprise Cloud Edition 

Cloud enterprise deployments for industries of any size. Presently in Showing. 

 Limitless Studios for designing automation 

 Unrestricted Robots 

 Cloud-hosted Orchestrator 

 Superior Support 

 Balance as you grow 

 Continually up to date 

 Integrated user access management 

 Safe and compliant 

 UiPath authorized training buddies 

How to install UiPath Studio? 

Follow these steps to install Studio using the UiPath Community Edition. 

Step 1 - Open the UiPath Start Trial webpage. 

 

 

Fig 4.6: Step-1 Start of UiPath 



Step 2 - Select the Community Cloud option and log into your UiPath Platform account (you will need 

to create an account if you do not have one yet). 

 

Fig 4.7: Step-2 Start of UiPath 

Step 3 - Select the Download Studio (Community Preview) option from the Services tab and install 

the UiPathStudioSetup exec file. 

 

Fig 4.8: Step-3 Automation First 

 



Step 4 - Select the Community Edition option from the Activation Method screen. 

 

Fig 4.9: Step-4 Activation 

 

Step 5 - Select the UiPath Studio option from the Profile screen. 

 

Fig 4.10: Profile Selection 



Step 6 – Select the Preview option from the Update Channel screen. You're now ready to start building 

your first automation. 

 

Fig.4.11: Selection of Channel 

b) UiPath Orchestrator 

Orchestrator is the module of the UiPath Platform in control of the management of automation, users, 

and robots, as well as the management of the resources used in the development for execution or in 

running mechanization. 

UiPath Orchestrator let you control, manage and monitor the robots. It is also the residence where 

libraries, recyclable components, assets and procedures used by the robots are deposited. Orchestrator is 

a server application retrieved via browser, through which the robotic workforce is administered and 

controlled, achieved and monitored: 

• The interconnections with the robots are shaped and sustained, and the robots are assembled. 

• The automated procedures are disseminated as activity to the robots  

• The execution of tasks is registered and kept track of checking 

Orchestrator's main capabilities 

• Provisioning: creates and maintains the connection with robots and attended users 

• Control: enables the creation, assignment, and maintenance of licenses, roles, permissions, groups, and 

folder hierarchies; 

• Storage and distribution: allow the controlled storage and distribution of automation projects, assets, 

and credentials, as well as large files used in automation 



• Running automation jobs in unattended mode: enables the creation and distribution of automation 

jobs in various ways, including through queues and triggers 

• Monitoring: allows monitoring of jobs and robots and stores logs for auditing and analytics. 

Deployment options 

There are 3 ways to deploy Orchestrator: 

UiPath Cloud 

Orchestrator is available as a service inside Automation Cloud, our cloud platform. This is SaaS, 

by far the easiest to set up. 

On-premises 

Orchestrator needs to be installed as a standalone product in the customer's infrastructure. 

Private Cloud 

Similar to the on-premises solution, with the difference that it is installed in a private cloud 

managed by the customer's infrastructure team. 

c) The Robot 

Simply put, a software robot is an execution agent that runs automations built with the Studio family and 

then published as packages either locally, on the same machine as the robot, or via Orchestrator. 

As introduced above, there are two types of UiPath robots and they differ both in the way they work and 

in the way they are licensed: 

Executes the workflows and instructions sent locally or via Orchestrator. There are two types of robots: 

• Attended – is triggered by user events, and operates alongside a human, on the same workstation. 

• Unattended - run unattended in virtual environments and can automate any number of processes. 

Attended Robots 

They are digital helpers for human users. They work on the same machines as the humans, during the 

same hours. They are triggered directly by humans (usually through UiPath Assistant) or by an event 

related to what the human user does. For example, opening an application or receiving an email. 

There are two main categories of human users working with Attended Robots: 

 Automation Users: they benefit from having Attended Robots by handing them over the repetitive 

and mundane tasks in their work. Some examples of automation users are contact center agents, 

financial analysts or support specialists; 

 Automation Developers: their role involves (at least partially) developing automations. Thus, their 

license includes access to the Studio family on top of the attended robot. 

Unattended Robots 

Although they run automations almost the same way as attended robots, these are meant to work non-



stop, with as less input from human users as possible. They are deployed on separate machines and their 

jobs are triggered exclusively from Orchestrator. 

Their interactions with the human users are typically handled with as less disruption as possible, by 

creating and sending requests for human input or validation as tasks. While these await to be processed, 

unattended robots can continue their work by picking up other jobs. When the human input is finally 

provided, unattended robots can resume their work on the process. 

4.9. Conclusion 

The RPA technology comprises huge potential in shifting the way industries function. Unquestionably, 

every corporate across the world will get advantage from the capability of an automation system in the 

forthcoming. As long as businesses are on the exploration for novel solutions, a sophisticated ROI and 

lesser overhead, RPA will remain becoming more widespread as well as sophisticated. 

As discussed, RPA is a great tool to help you eliminate some mundane and repetitive processes 

while allowing your employees to focus on value-add work. The key is focusing on the processes that will 

provide you the most value by being automated. This value is both quantitative and qualitative. 

Quantitative in the sense of saving money, reallocating money elsewhere, or bringing in more 

money.  While qualitatively, you may improve employee satisfaction if you can remove mundane tasks 

from your employee‘s plate.  

Beginning your RPA journey by utilizing a consulting company with RPA experience, like UDig, can help 

get you off the ground running, bringing you expertise and best practices to make your implementation 

more efficient and worthwhile.   

You only have one chance to make a good first impression with RPA at your company, so doing the 

upfront business case and process analysis to pick the right first use case is critical. If you are wondering 

where to start, check out some of the other RPA related blogs UDig has written. Check out what to look 

for when evaluating RPA tools and the pros and cons of the top RPA tools in the bazaar and market.  

 

References: 

 

1. https://www.ibm.com/cloud/architecture/architectures/roboticProcessAutomationDomain/reference-

architecture/ 

2. https://www.uipath.com/rpa/robotic-process-automation 

3. 3.https://www.i-scoop.eu/robotic-process-automation-rpa/ 

4. 4.https://en.m.wikipedia.org/wiki/Robotic_process_automation 

5. 5.https://www.pega.com/rpa-

survey?&utm_source=google&utm_medium=cpc&utm_campaign=&utm_term=%2Brpa%20%2Brobotics&

gloc=1007788&utm_content=pcrid|482227154380|pkw|kwd-

313344480603|pmt|b|pdv|m|&gclsrc=aw.ds&gclid=CjwKCAjwr56IBhAvEiwA1fuqGp0GWPCLoLCFnD

6xV1PsnsuV3cflNT1i57OrInjTvtdCkCGq4c_RGRoC0rMQAvD_BwE 

 

 

https://www.udig.com/evaluating-robotic-process-automation-rpa-tools/
https://www.udig.com/deeper-dive-evaluating-rpa-products/


5. Internet of Things (IoT) 

Mr. Anchal Koshta 

Dr. Milind Godase 

5.1. Introduction 

The IoT is a emerging subject of technical, societal and financial importance. Consumer products, 

durable goods, cars and trucks, industrial and utility components, sensors and other everyday items are 

being integrated with Internet connectivity and powerful data analytics capabilities that promise the way 

you work live and play. 

Estimates impact of IoT on Internet and economy are remarkable, with some expecting that by 2025 

there will be more than 100 billion of connected IoT devices and a global financial effect of more than $ 

11 trillion. 

5.1.1. What is IoT? 

Internet of Things is an idea of connecting any device to the Internet and other connected devices. IoT is 

a huge network of connected things and people - all of which gather and share data about how they use it 

and the environment around them. 

Which comprises a fantastic number of items of all shapes and sizes - from smart microwaves to 

automatic cooking at just the right time, to self-driving cars, whose complex sensors find objects on their 

way, your heart bit rate for a wearable fitness device and the number of steps you took that day, then use 

that information to suggest exercise plans that suit you. There are also connected footballs that can track 

how far and fast they are thrown and record those figures through the app for forthcoming preparation 

purposes. 

5.1.2. How does IoT work? 

The devices and objects with built in sensors are connected to the IoT platform, which integrates data 

across different devices and applies analytics to share the most valuable information with applications 

intended to meet particular needs. 

This powerful IoT platform can accurately tell which information is useful and which can be ignored. 

This information can be used to find patterns, make recommendations, and find them before potential 

problems arise. 

Let‘s say, if I have a car manufacturing business, I probably want to know which alternative components 

(leather seats or alloy wheels) are the most popular. With IoT, I can: 

 Use sensors to identify which regions in a showroom are the most popular, and where consumers 

stay longest; 

 Mining the available sales data to detect which components are selling fastest; 

 Automatically line up sales data with supply, so that popular items don‘t go out of stock. 

The information picked up by the connected devices facilitates me to make smart decisions about which 



components to stock based on real-time information, which helps me save time and money. 

Through the insight provided by advanced analytics gives the power to make processes more efficient. 

Smart objects and systems mean you can automate certain tasks, particularly when these are repetitive, 

ordinary, time-consuming or even risky. Let‘s look at one example to see what this looks like in real life. 

5.1.3. IoT at your home 

Imagine you wake up at 7 am every day to go to work. Your alarm clock does the job of waking you just 

fine. That is, until something goes wrong. Your train‘s cancelled and you have to drive to work instead. 

The only problem is that it takes longer to drive, and you would have needed to get up at 6.45 am to 

avoid being late. Oh, and it is driving in rain, so you‘ll need to drive slower than usual. IoT-enabled alarm 

clock would reset itself based on all these factors, to ensure you got to work on time. It could recognize 

that your usual train is cancelled, calculate the driving distance and travel time for your alternative route 

to work, check the weather and factor in slower travelling speed because of heavy rain, and calculate 

when it needs to wake you up so you are not late. If it is super-smart, if might even synchronize with 

your IoT-enabled coffee maker, to ensure your morning caffeine‘s ready to go when you get up. 

5.2. Installation of Atmel Studio 

Following are the steps to install the Atmel Studio on your Laptop. 

 Run the Installer 

 

Open the location, wherever you downloaded the installer, and then run the installer: 

 

Dependent on your Windows security settings, you may be getting a message asking if you are sure you 

really want to run this program. Click on Yes button, if it prompts you. 

 

Figure 5.1: Atmel Studio 7.0 installation – License Agreement 

as-installer-X.X.XXXX-full.exe 



 License Agreement and Choose Location for Installation 

Read the License Agreement, and then confirm to agree to the license terms and conditions. 

Pick the installation path. The default one is  

    

        Click Next 

 Architecture you plan to work with – selection  

 AVR 8-bit MCU 

Click Next 

 

Figure 5.2: Atmel Studio 7.0 installation – Architecture Selection 

 Select - whether to install the Atmel Software Framework and Example Projects 

Atmel Software Framework provides 

 

Figure 5.3: Atmel Studio 7.0 installation – Atmel Software Framework 



8-bit AVR, 32-bit AVR and ARM Drivers for each MCU peripheral, Hardware components driver, 

Demo applications which uses all drivers RTOS-ready source code, Complete software framework in C 

code, optimization in assembly code Full projects compatible with GNU GCC. 

It is designed to run on Atmel evaluation kits and reference design which can be easily portable to any 

other hardware platform 

It is also designed to develop software applications for Atmel microcontrollers. 

Click Next 

 

Figure 5.4: Atmel Studio 7.0 installation – System Validation 

 Accept System Validation 

 Click Next 

 

Figure 5.5: Atmel Studio 7.0 installation – Accept System Validation 



 Begin Installation 

 Click Next 

 

Figure 5.6: Atmel Studio 7.0 installation – Begin installation 

 Accepting the Secondary Installations 

This main installer may launch other secondary installers to install the components you selected in 

previous steps, allow these installers to run. 

Click on Install 

 Installation Complete - Click Close. 

 

Figure 5.7: Atmel Studio 7.0 installation – complete 

5.3. Creating a new Project in Atmel Studio 7 

Atmel Studio 7 has a New Project wizard which allows you to create a project. You can enter into 

this through the following options: 

 File > New > Project from Main Menu 

 Press Ctrl + Shift + N  

 Click on the New Project icon 

New project window will open, provides the option to specify the programming language and project 

template to be used. 

Then choose ‗GCC C Executable Project‘ option from the template list to generate a bare-bones 

executable project. Provide a project name as MyFirstProject and also provide the path where you want 

the project to be stored on your computer then Click on OK. 



 

Figure 5.8: Creating a new Project in Atmel Studio 7 

All Atmel Studio projects belong to a solution. By default, Studio will use the same name for both the 

newly created solution and project. Solution name field can be used to manually specify the solution 

name. 

The 'Create directory for solution' is selected by default. Then, Atmel Studio will generate a new folder 

with the specified solution name at the location specified by the 'Location' field. 

Next, the Device Selection window will appear. It is necessary to specify which device the project will be 

developed for.  

 

Figure 5.9: Device Selection in Atmel Studio 7 

List of devices will be present in the Device Selection dialog, which can be scrolled through. It is possible 

to narrow the search by using the 'Device Family' drop- down menu or by using the search box. 

In the search bar enter the key characters for the device you intend to use, then select the exact device 

from the list that appears. In this example, "817" was used to find and select the device ATmega16. 



Then click OK to create the project. 

A new GCC C Executable   project has now been created for the ATmega16   AVR device. The Solution 

Explorer on the right side of the window will list the contents of the newly generated solution. 

 

Figure 5.10: Solution Explorer in Atmel Studio 7 

A main.c  file is automatically created with recommended #include file for the device selected. 

 

Figure 5.11: main.c Explorer in Atmel Studio 7 

Your new project is now created and is ready for the application code to be developed! 

5.4. Microprocessor 

It is an integrated circuit which contains all the functions of CPU of a computer. 

5.4.1. Definition 

Microprocessor, any of a type of miniature electronic device that contains the arithmetic, logic, and 

control circuitry necessary to perform the functions of a digital computer‘s central processing unit. 

 



5.4.2. Block Diagram 

 

Figure 5.12: Block diagram - Microprocessor 

5.5. Microcontroller 

A microcontroller (MCU for microcontroller unit) is a small computer on a single metal-oxide-

semiconductor (MOS) integrated circuit (IC) chip. A microcontroller contains one or more CPUs 

(processor cores) along with memory and programmable input/output peripherals. Program memory in 

the form of ferroelectric RAM, NOR flash or OTP ROM is also often included on chip, as well as a 

small amount of RAM. Microcontrollers are designed for embedded applications, in contrast to the 

microprocessors used in personal computers or other general purpose applications consisting of various 

discrete chips. 

5.5.1. Introduction to Atmega16 

 It is a 40-pin low power microcontroller, developed by using CMOS technology. 

 CMOS is an advanced technology, mainly used for developing ICs, which is low power 

consumption and high noise immunity technology. 

 It is an 8-bit controller based on AVR advanced RISC architecture. AVR is family of 

microcontrollers developed by Atmel in 1996. 

 A single chip computer which provides CPU, ROM, RAM, EEPROM, Timers, Counters, ADC 

and four 8-bit ports called PORTA, PORTB, PORTC, PORTD where each port consists of 8 I/O 

pins. 

 It has built-in registers which are used to make a connection between CPU and external peripherals 

components. It takes input by reading registers and gives output by writing registers. 

 It has two 8-bit timers and one 16-bit timer, which are used as counters when they are optimized to 

count the external signal. 

 All necessary peripherals required to run automatic functions are incorporated in this device like 

ADC, Analog comparator, USART, SPI, which make it  economical as compared to a 

microprocessor that requires external peripheral to perform various functions. 

 It comes with 1KB of static RAM which is volatile       memory; stores information for short 

period of time and highly depends on the constant power supply. Whereas 16KB of flash memory, 
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also known as ROM, is also incorporated in the device; it is non-volatile in nature and can store 

information for long period of time and doesn't lose any information when the power supply is 

disconnected. 

 It works on a maximum frequency of 16MHz where instructions are executed in one M/C cycle. 

 It is always preferred over other microcontrollers like Atmel 8051 because it has much faster 

ability to execute instructions and consist of modified RISC processor. 

 It has in-built flash that comes with features of a bootloader. It has built-in 10-bit ADC, SPI, 

PWM, and EEPROM. 

 

Figure 5.13: Atmega16 Microcontroller chip 

5.5.2. Atmega16 Pinout 

Following figure shows the pin diagram of this AVR microcontroller         Atmega16. 

 

Figure 5.14: Pinout diagram - Atmega16 
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5.5.3. Pin Description of Atmega16 

Atmega16 has 40 pins where each pin is used to perform a specific task. Out of these 40 pins, total 32 

I/O pins and four ports and each port consist of 8 I/O pins. 

 PORTA = 8 Pins ( Pin 33 - 40 ) 

 PORTB = 8 Pins ( Pin 1 - 8 ) 

 PORTC = 8 Pins ( Pin 22 - 29 ) 

 PORTD = 8 Pins ( Pin 14 - 21 ) 

Reset: Pin9 - an active low reset Pin. A low-level pulse for longer than minimum pulse length will 

produce a reset. Short pulses are unlikely to produce reset.  

VCC. Pin10 - a power supply pin for this controller. 5 V is required to put this controller in a running  

condition.  

GND: Pin11 - a ground pin.  

AREF: Pin32 - an analog reference pin mainly used for A/D converter.  

AVCC: Pin30 - an AVCC which is a supply voltage pin for PORTA and ADC. It is connected to VCC 

through a low pass filter in the presence of ADC. However, in the absence of ADC, AVCC is externally 

connected to VCC.  

Pin 12 & 13: Connection for crystal oscillator. Atmega16 works at the internal frequency of 1MHZ; the 

oscillator is added to generate high clock pulses and frequency. 

5.5.4. Applications 

AVR controllers provide a wide range of applications where automation is required. Following are 

the main applications 

 Medical equipment 

 Home automation 

 Embedded systems 

 Arduino Projects 

 Used in automobiles and industrial automation 

 Home appliances and security systems 

 Temperature and pressure control devices 

5.6. LED (Light Emitting Diode) 

Light Emitting Diodes (LEDs) are all around us. They are in our homes, our cars, even our phones. 

LEDs come in a variety of shapes and sizes, this gives designers the ability to tailor them to their 

product. Any time something electronic lights up, there‘s a good chance that an LED is behind it. Their 

https://www.theengineeringprojects.com/2015/03/arduino-projects.html


low power and small sizes make them a great choice for many different products as they can be worked 

into the design more seamlessly to make it an overall better device. 

 

 

Figure 5.15: LED (Light Emitting Diode) 

 

5.6.1. How to interface 

 

Figure 5.16: LED interfacing 

 

5.7. Dual-Channel Relay Module 

It is similar like a single - channel relay module, but with some extra features like optical isolation.      It 

can be used to switch mains powered loads from the pins of a microcontroller. 

 



 

Figure 5.17: Dual-Channel Relay Module 

 

5.7.1. Dual-Channel Relay Module Pinout 

 

Table 5.1: Dual-Channel Relay Module Pinout 

5.7.2. Specifications of Dual-Channel Relay Module  

 3.75V to 6V – Power supply voltage  

 5mA - Trigger current 

 ~70mA (single), ~140mA (both) - Current when relay is active  

 250VAC, 30VDC - Relay maximum contact voltage   

 10A - Relay maximum current 



5.7.3. Interfacing 

 

Figure 5.18:  Dual-Channel Relay Module interfacing 

5.7.4. Applications of Dual-Channel Relay Module  

 Switching mains loads 

 Home automation 

 Battery backup 

 High current load switching 

 

5.8. LDR (Light Dependent Resistor) 

 

Figure 5.19: LDR (Light Dependent Resistor) 

An LDR or light dependent resistor is also known as photo resistor, photocell, photo-conductor. It is a 

one type of resistor whose resistance varies depending on the amount of light falling on its surface. 

When the light falls on the resistor, then the resistance changes. These resistors are often used in many 

circuits where it is required to sense the presence of light. These resistors have a variety of functions and 

resistance. For instance, when the LDR is in darkness, then it can be used to turn ON a light or to turn 

OFF a light when it is in the light. A typical light dependent resistor has a resistance in the darkness of 

1MOhm, and in the brightness a resistance of a couple of K Ohm. 
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5.8.1. Working Principle of LDR 

These devices depend on the light, when light falls on the LDR then the resistance    decreases, and 

increases in the dark. When a LDR is kept in the dark place, its resistance is high and, when the 

LDR is kept in the light its resistance will decrease. 

If a constant ―V‘ is applied to the LDR, the intensity of the light increased and current increases. 

 

Figure 5.20: Working of LDR 

5.8.2. Circuit Diagram of LDR Module 

 

Figure 5.21: Circuit diagram – LDR 

 

 

 



5.9. UART (Universal Asynchronous receiver – transmitter) 

 

Figure 5.22: UART 

UART Communication stands for Universal asynchronous receiver- transmitter. It is a dedicated 

hardware device that performs asynchronous serial communication. It provides features for the 

configuration of data format and transmission speeds at different baud rates. A driver circuit handles 

electric signaling levels between two circuits. A Universal asynchronous receiver-transmitter (UART) 

Communication is usually an individual component or part of an integrated circuit. We can use it for 

communications over a computer or its peripheral devices such as a mouse, monitor or printer. In 

microcontroller chips, there are usually a number of dedicated UART hardware peripherals available. 

UART or Serial communication is one of the most simple communication protocols between two 

devices. It transfers data between devices by connecting two wires between the devices, one is the 

transmission line while the other is the receiving line. The data transfers bit by bit digitally in form of bits 

from one device to another. The main advantage of this communication protocol is that its not necessary 

for both the devices to have the same operating frequency. For example, two microcontrollers operating 

at different clock frequencies can communicate with each other easily via serial communication. 

However, a predefined bit rate that is referred to as baud rate usually set in the flash memory of both 

microcontrollers for the instruction to be understood by both the devices. 

5.9.1. How UART communication works 

 

Figure 5.23: UART communication working 



5.9.2. Baud Rate 

The communication between two devices via UART Protocol occurs by transmission of bits. A total of 8 

bits are sent one right after the other to transmit a byte. A bit is either a logical low or high. The time 

interval between two bits is called the baud rate or bit rate. it must be defined in both devices so the 

sending device can encode the data into bits with this specific time interval and the receiver expects the 

successive bits at the right time. The most commonly used baud rates is 9600 bits per second. Although 

other baud rates are also used, but the higher the bit rate, the more chances there are of data corruption. 

Lower bit rates are used when there is greater physical distance between two devices because the length 

of the wire increases resistance and thus               deteriorates the signal. 

5.10. ADC (Analog to Digital Converter) 

In electronics, an analog-to-digital converter (ADC, A/D, or A-to-D) is a system that converts an analog 

signal, such as a sound picked up by a microphone or light entering a digital camera, into a digital signal. 

An ADC may also provide an isolated measurement such as an electronic device that converts an input 

analog voltage or current to a digital number representing the magnitude of the voltage or current. 

Typically the digital output is a two‘s complement binary number that is proportional to the input, but 

there are other possibilities. 

 

Figure 5.24: ADC 

There are several ADC architectures. Due to the complexity and the need for precisely matched 

components, all but the most specialized ADCs are implemented as integrated circuits (ICs). These 

typically take the form of metal–oxide–semiconductor (MOS) mixed-signal integrated circuit chips that 

integrate both analog and digital circuits. 
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5.11. Wi-Fi Module (ESP8266) 

 

Figure 5.25: Wi-Fi Module (ESP8266) 

 

 

5.11.1. ESP8266 Pin Configuration 

 

Table 5.2: ESP8266 Pins 

5.11.2. ESP8266 Features 

 Low cost, compact and powerful Wi-Fi Module 

 Power Supply: +3.3V only 

 Current Consumption: 100mA 

 I/O Voltage:  3.6V (max) 



 I/O source current: 12mA (max) 

 Built-in low power 32-bit MCU @ 80MHz 

 512kB Flash Memory 

 Can be used as Station or Access Point or both combined 

 Supports Deep sleep (<10uA) 

 Supports serial communication hence compatible with many development platform like Arduino 

 Can be programmed using Arduino IDE or AT-commands or Lua Script 

5.12. How to Collect Data with New Channel 

Following example shows how to create a new channel to collect analyzed data. You can read data 

from the public ThingSpeak channel 12397 - Weather Station, and can write it into your new 

channel. To learn how to post data to a channel from devices, see Write Data to Channel and  the 

API Reference. 

 

Figure 5.26: ThingSpeak channel 

5.12.1. Steps to create a Channel 

Sign in first to ThingSpeak by using your MathWorks Account credentials, or create a new account. 

 Click Channels > MyChannels. 

 On the Channels page, click New Channel. 

 Check the boxes next to Fields 1–3. Enter these channel setting values: 

Name: Dew Point Measurement 

Field 1: Temperature (F) 

Field 2: Humidity 

Field 3: Dew Point 
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 Click Save Channel at the bottom of the settings.  

You now see these tabs: 

 

Figure 5.27: ThingSpeak New channel creation 

1. Private View: This tab displays information about your channel that only you can see.  

2. Public View: If you choose to make your channel publicly available, use this tab to display selected 

fields and channel visualizations. 

3. Channel Settings: This tab shows all the channel options you set at creation. You can edit, clear, or 

delete the channel from this tab. 

4. Sharing: This tab shows channel sharing options. You can set a channel as private, shared with 

everyone (public), or shared with specific users. 

5. API Keys: This tab displays your channel API keys. Use the keys to read from and write to your 

channel. 

6. Data Import/Export: This tab enables you to import and export channel data. 

Next Steps 

Your channel is available for future use by clicking Channels → My Channels. 

5.13. Conclusion 

Atmel Studio 7 is an integrated development platform (IDP) for developing and debugging all AVR and 

SAM microcontroller applications. The Atmel Studio 7 IDP gives you a seamless and easy-to-use 

environment to write, build, and debug your applications written in C/C++ or assembly code. It also 

connects seamlessly to the debuggers, programmers, and development kits that support AVR and SAM 

devices. The development experience between Atmel START and Studio 7 has been optimized. Iterative 



developments of START-based projects in Studio 7 are supported through re-configure and merge 

functionality. 

Atmel Studio 7 has a New Project wizard that steps you through the process of creating a project.  In the 

search bar enter the key characters for the device you intend to use, and then select the exact device from 

the list that appears. In this example, "817" was used to find and select the device ATmega16. Then click 

OK to create the project. 

A new GCC C Executable project has now been created for the ATmega16 AVR device. The Solution 

Explorer on the right side of the window will list the contents of the newly generated solution. 
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E-learning market in the past decade has continued to Shift, Develop and Advance with the growing 

prevalence across geographies, emerging trends and technologies, social/collaborative learning trends 

and a complicated Learning and Development Industry.E-Learning Market size was estimated at over 

USD 150 billion in 2016 and is predicted to grow at over 7% CAGR from 2017 to 2024 and 331 billion 

by 2025[1].While E-learning has taken center stage, Blended learning a pedagogical initiative has come to 

fore across the global education industry. Blended learning model, a combination of traditional 

(classroom) training with digital on-line content, promising higher degree of interaction between 

stakeholders, was developed with a notion such that teachers could spend more time to create preferred 

learning pathways for students with respect to their needs using learner centered approach.  

Technology being an enabler, a documented technology plan should be prepared to ensure the assurance 

of quality. Institutional policies should have an appropriate grievance registration and addressable system 

for all stakeholders and should adopt good ethical practices. The Quality Assurance agencies or third 

parties involved in giving accreditations should make assessment supportive for blended learning, by 

being receptive to new pedagogical methods, devise a maturity model for blended learning. For the 

government to assure quality and accreditation in higher education it should cultivate drivers for novelty 

and appraise governing regulations and practices, encourage and accelerate innovation with an expression 

for change through national strategies. 

This short paper tries to assure the quality of  blended framework by instilling a top-down approach with 

due regard to national legal and statutory guidelines and continuous governmental 

interventions/assistance with regard to legal and policy updates. It also highlights that innovations, 

scalability of  the virtual learning infrastructure etc.  are essential constituents to improvise on the 

blended adoptions  and encourages stringent guidelines to internal cyclical monitoring and review by 

external agency to assure quality.  

Keywords: Pedagogy, Personalized, Scalability, Sustainability, Accessibility 

6.1. Introduction to Blended learning 

While E-learning has taken center stage, blended learning a pedagogical initiative has come to fore across 

the global education industry. Blended learning model, a combination of  traditional (classroom) training 

with digital on-line content, promising higher degree of  interaction between stakeholders, was developed 

with a notion such that teachers could spend more time to create preferred learning pathways for 

students with respect to their needs using learner centered approach. The Sloan Consortium currently 

known as Online learning consortium expresses blended courses as having 30 -79 pc of  their content 

delivered online, and the online courses being delivered 80 pc of  the time through virtual mode [6]. The 

increased internet access and availability of  virtual platforms in current era have encouraged, blended 



learning to have paved the way to augment quality, parity, and entrée to learning opportunities for the 

lifetime of  an individual. With aggressive growth in digital learning technologies, blended formats have 

shown their prominence in curriculums which are fully online with selected days required for presence in 

classrooms or computer labs or fully online courses imparted in classroom or lab on a daily basis. 

Blended formats also impart learning beyond classrooms and schooldays where instructions incorporate 

components or integration of  online resources. The analysis of  the data would enable the policy makers 

to design a framework for the pedagogical use of  ICT for learning, linking ICT usage to assessable 

cognitive outcomes. Asia being the most populous and disaster-prone region, the propagation and 

adoption of  blended initiatives would have been highly impactful, for learners. But with internet 

penetration rate at 50 pc of  the total population and China with 642 million users as per 2014 reports 

(greater than US, India and Japan combined), the usage of  online modes seems to be more prominent 

and promising in advanced economies. While in the least developing countries (Afghanistan, Timor-

Leste) with penetration rate ranging between 2 to 20 pc, online modes of  teaching and learning is a 

future project in itself  altogether [3]. 

Some of  the noble initiatives taken in the Asia Pacific region with regard to online and   blended modes 

range from making available massive open online courses by IndonesiaX, to using a Korean Developed 

System named Math Cloud by Bhutan and 

supported by Asian Development Bank and finally to University of  South Pacific using blended modes 

to make University training accessible to the students of  remote outer islands. Several other initiatives as 

implementation of  blended formats across class, course and program level in East China Normal 

University to University of  Western Australia implementing, blended modes in teaching and learning as 

an institutional level strategy, to formulation of  Malaysian Blueprint for Globalized Online Learning are 

evidences of  positive infiltration. Few other known facts and successful implementations of  blended 

approaches are boasted by Sunway University in Malaysia, implementing blended learning in a range of  

forms across university degrees and the advanced technological initiatives of  Chiang Mai University 

(CMU) in Thailand which helped them to incorporate the approach with success. NTU Singapore‘s 

integrated campus wide approach, wherein diverse systems and tools impeccably supplemented and 

reinforced one another, as well as the ‗professor friendly‘ attitude, ere crucial features impelling the high 

acceptance and usage scenarios of  blended learning. Similarly the Education University of  Hong Kong 

has implemented capacity building strategies that target to augment learning rendezvous and results, and 

gauge blended learning practices in the faculty. Seoul National University in Republic of  Korea with the 

support of  internal and external institutions have developed an infrastructure for online and blended 

learning, providing instructional and technical assistance to the faculty fraternity and conduct research 

and development to build a smart campus. On the other hand few Chinese Universities are yet to transit 

from exploration stage to adoption and growth stage through strong institutional support. In India 

National Mission on Education through Information and Communication Technology (NMEICT) has 

been instrumental in leveraging the prospect of  ICT in qualitative personalization of  education for the 

learners in Higher Education Institution, in anytime, anywhere mode. Blended formats or innovative 

pedagogical approaches are being used on an experimental basis to impart e-learning and conducting 

sessions through virtual laboratories, by bringing together learners and teachers on the same platform. 

Several other initiatives as virtual/online university for disseminating courses developed by BITS Pilani, 

IGNOU‘s virtual campus initiative, Internet Based Online Interactive Courseware and eb based 

intelligent tutoring by IIT, Delhi, spoken tutorial courses by IIT Bombay, Digital Library Inflibnet, 

MOOC‘s and NIC‘s e-learning portal, launch of   integrated National Knowledge Network for 



collaborative research have been some intrepid steps taken to promote online learning using innovative 

pedagogical approaches. While attempts were made to encourage promoting inclusion and access to 

learning across the entire sub-continent there arose issues with regard to quality which institutions and 

regulatory bodies had to perceive in due course. Scalability and sustainability of  blended learning having 

been a major challenge to assure quality for blended initiatives. A framework designed for Blended 

learning can yield a structure as follows in Figure 1: 
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Fig 6.1: Blended learning Framework 

 

6.2. Global scenario in adoption of  blended learning by countries 

The countries leading the way in adoption of  Online/ Blended learning on a year-on-year basis are as 

follows as shown in table 1: It is seen that few of  the European and Asian countries like Japan, South 

Korea, France and United Kingdom have taken substantive effort with respect to implementation of  

blended learning. 
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Table 6.1: Adoption of  online/blended learning by countries 

a. Implementation of  Blended Learning in the US 

In the US, recent trend at the level of  primary education is to increase equity and access for all; hence a 

large number of  high-quality online courses and instructors are made available for the needy and the 

marginalized. These courses which have different structures and outcomes are managed by state, district, 

charter schools, universities, profit and non-profit organizations. Till date as per the report, over 80 

percent of  the schools in the US have adopted online or integrated modes of  imparting education in the 

K -12 segment and more than 6 million students are taking at least one distance course in the higher 

education segment, having increased the enrolment by 3.9% over the previous year‘s[6] While more than 

14 pc of  the students in the above Higher Education segment have opted for exclusively distance courses 

in the recent past as per statistics, around 16 pc have taken a combination of  distance and non-distance 

courses. As of  2016, the most common digital learning resources used for K-12 education in the United 

States were online educational videos, educational apps or software and websites and key players were the 

public institutions responsible for hosting two third of  the student population  

In the United States, about 33% of  all post-secondary students take at least one online course necessarily. 

The Online Learning Consortium (formerly Sloan-C) defines a blended learning course as one where 

30%-79% of  the content is delivered online, while an online course could have anything over 79% of  its 

content offered online. 

b. The European Commission’s initiatives on implementation of  Blended Learning 

In Europe, as per the eurostat data generated three to four years before, there was a persistent digital 

divide between north and south Europe vis a vis the west and the east in terms of  outcomes, capability 

and access which impacted learning in one way or the other. Hence the European Commission under the 

Digital Education action plan has taken rigorous efforts to seize the opportunities of  digital revolution 

and has designed an extensive execution strategy for the establishment of  European Hub of  Digitally 

Innovative Education institutions, showcasing and steering pioneering ICT-based instructional and 
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legislative practices, accompanied by improving education through better data analysis and foresight. 

Several other initiatives as SELFIE and concept of  connected classrooms are also in pipeline with the 

PISA questionnaire forming an essential tool to collect data from 31 countries (EU 28, Iceland, Norway 

and Turkey) [2] 

The European Union‘s initiative is in creating an online platform for Higher Education institutions 

(HEIs) in Europe using digital technologies to: 

- improve the quality and make learning and teaching relevant 

- support internationalization and greater cooperation across HEI‘s, research institutions and 

recruiting  

- organizations within Europe. 

- Making Higher Education accessible to all categories of  students in alignment to the principal of  

inclusion. 

The online platform will be central to the existing national and regional platforms exchanging and 

disseminating best practices and dealing with all forms of  online teaching and learning institutions and 

campuses across the globe thus promoting collaboration and co-creation of  knowledge and content. A 

big leap by the European Commission towards the effective and strategic implementation of  blended 

learning was to initiate a funded project on devising maturity models for blended learning under 

innovation in Higher Education wherein strategies, policies, guidelines are devised and a reference model 

is being created in association with the partner institutions/universities embracing all levels, which will 

acts as an instrument to measure stakeholder focused outcomes [2]. In addition, a monitor is being 

designed and validated to map blended learning practices.  

6.3. Blended learning Framework - Assuring the quality 

The quality assurance in blended learning can be viewed from dual perspectives such as focussing on the 

quality of  the designed environment on one hand and teaching learning outcomes on the other hand, 

based on the extensive interactions between the teacher and the learner. Hence an important requisite is 

not to limit the scope to design and construction of  the environment only rather to extend it to the 

incessant learning outcomes. It is further to be noted that a technology mishap might ruin the quality of  

the teaching learning process in the blended approach. Hence organizations imbibing blended 

approaches should set a mandate. Quality Assurance in blended learning should be an amalgamation of  

best practices adopted and followed by Institutions, Governments and Quality Assurance Agencies as 

shown in Fig 2. 



 

 

Fig 6.2: Institution of  best practices adopted in Blended Learning by stakeholders 

 

a. Quality Assurance at the Institutional Level  

Institutional quality policies have to align themselves to the following with respect to blended initiatives: 

Vision and Philosophy 

Curriculum and Academic Delivery 

Professional Development and Learning Support 

Infrastructure and Support Facilities 

Institutional Structure and Policies, Partnerships 

Research and Evaluation  

with respect to the blended initiatives to assure the qualitative outcomes envisaged with respect to the 

stakeholders involved. Transitioning from macro to micro, quality policy for any blended learning 

initiatives should not only include assessment at the institutional level but also at the course and degree 

level. As per a case study taken into consideration East China Normal University sites that to device an 

appropriate quality assurance mechanism it is mandatory that gaps/issues, effectiveness, and strategies to 

be identified and devised at the course, class and program level for blended learning to become a success 

[4]. To assure quality, the instructional design and delivery mechanism from content creation to lecture 

and guided practice and from interactive discussion sessions to project and case-based simulations, from 

classroom to computer mediated, from synchronous to asynchronous and from instructor-led to social 

learning, each aspects outcome have to be qualitatively determined and monitored. Target group specific 

blended learning initiatives for a course should aptly monitor  

course aim and prerequisites 
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content delivery and tutor skills 

learning target and outcomes 

knowledge transfer and didactic rules 

organizational frameworks, and media platforms adaptability  

a channel for course information exposition and 

rules for split up of  the course content 

The curriculum development should implement the 7 R‘s as discussed by Ron Ritchart. The 7 R‘s being 

real, rigorous, requires independence, rich in thinking, reflective, rewarding, revealing and reflective [5]. 

People involved in curriculum design should be a hybrid bunch of  instructional designers and content 

and technical experts with roles and responsibilities very well defined. It is important to have an exchange 

of  agreements with other educational institutions, for students‘ virtual mobility, providing e-learning 

programs. 

Technology being an enabler, a documented technology plan should be prepared to ensure the assurance 

of  quality. Appropriate learning management tools used in individual and collaborative learning should 

be in agreement with the IT infrastructure available, with desired connectivity, learning adaptivity, 

tutoring skills etc. Operating, security and recovery procedures should be in place with a performance 

management application for troubleshooting purpose. Support for building and maintaining the b-

learning infrastructure should be addressed by a centralized system.  

Tutors should have access to documented resources to render support to student-centric issues with 

regard to electronically-accessed data. Under the Institutional policy, there should exist an e-portfolio 

service and an e-repository for students to present their dynamics to concerned entities. Appropriate 

indexing and archiving of  e-learning materials in the repository should also exist.  

External training service providers should be introduced and they should adhere to all national and 

international legal requirements and policies. Learning outcomes should match to a national level of  

qualification and be placed in a context with wider dimensions.   

The institution should have a clear policy with regard to reviews and updates on learning outcomes and 

the acquirement and valuation of  transferable skills, including e-skills.  

Institutional policies should have an appropriate grievance registration and addressable system for all 

stakeholders and should adopt good ethical practices.  Periodic reviews with formative evaluation should 

be carried out to ensure the quality and performance of  b-learning systems.  

b. External Agencies - On the other hand the Quality Assurance agencies or third parties involved in 

giving accreditation's have been informed to make assessment supportive for blended learning by being 

receptive to new pedagogical methods, devise a maturity model for blended learning ,evaluate tutor skills, 

document standards and collaborate for adoption of  good practices and have a repository of  blended 

learning experts or on-board them into the team.  

c. Government/Non-Government Entities - For the government to assure quality and accreditation 

in higher education it should cultivate drivers for novelty and quality and appraise governing regulations 

and practices, encourage and accelerate innovation with an expression for change through national 

strategies.  



Summarizing the above, a top-down approach with due regard/mandates to national legal and statutory 

guidelines and scalability of  the virtual learning infrastructure etc., with a detailed alignment to guidelines 

supported by cyclical monitoring and review by external agency and also the internal quality assurance 

committee would be an apt framework to assure quality. 

6.4. Conclusion 

With a global health crisis going on from 2019, it is the responsibility of the central and state 

governments of every country to put within their national education policy the blended formats . This 

would be possible through extensive use of technology where student‘s continuity can be granted  and 

would entail  equity, excellence and expansion. The issue of lack of bandwidth for online learning 

needs us to think of ways to improve access for educational platforms and providing teachers and 

students the support by making devices and networks and infrastructure cost effective. There is a need 

for a paradigm shift requires to create a technology aided environment enabler, conducive  for barrier 

free learning. 
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Vision of the National Education Policy 2020

 An education system that contributes to an equitable and vibrant knowledge
society, by providing high-quality education to all.

 Develops a deep sense of respect towards the fundamental rights, duties and
Constitutional values, bonding with one’s country, and a conscious awareness of one’s
role and responsibilities in a changing world.

 Instils skills, values, and dispositions that support responsible commitment to human
rights, sustainable development and living, and global well-being, thereby reflecting
a truly global citizen

Dr. Chandrani Singh,Director-SIOM-MCA 3

 



Key Principles of NEP

 Respect for Diversity & Local Context

In all curriculum, pedagogy, and policy.

 Equity & Inclusion

As the cornerstone of all educational decisions.

 Community Participation

Encouragement and facilitation for philanthropic, private and community participation.

 Use of Technology

In teaching and learning, removing language barriers, for Divyang students, and in educational planning and management.

 Emphasize Conceptual Understanding

Rather than rote learning and learning -for -exams

 Unique Capabilities

Recognizing, identifying them in each student.

 Critical thinking and Creativity

To encourage logical decision - making and innovation

 Continuous Review

Based on sustained research and regular assessment by educational experts.
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Universal Access to Early Childhood Care & Education(ECCE)

 Implementation to be jointly carried out by Ministries of HRD ,Women and Child Development, Health and Family Welfare(HFW), and Tribal Affairs
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Ensuring Universal Access to Education at all levels
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Expected Outcomes
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Transforming Curricular & Pedagogical Structure
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ECCE Framework
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Early Childhood Education: Learning in the Formative 
Years
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Attainment of Foundational Literacy  & Numeracy by Grade 3
in Mission mode
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Reduction in Curriculum
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 Curriculum and pedagogy to be transformed by 2022 to promote skill based and minimize rote based learning 
 Revision of NCF for school education and NCF for teacher education 2009 by 2021

 

Focus on LOs, Competencies and subject - integration
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Mental and physical health and well-being

• Mandatory for students to acquire skills in: health and nutrition; 
physical education, fitness, wellness, and sports
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Innovative Pedagogy: Transforming teaching learning process 
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Textbook with local content and flavour
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India’s future and India’s leadership role in upcoming fields
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Knowledge of India
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Examination in grade 1 to 8
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Reforming examinations in grades 9 to 12 including board 
exams 
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Transforming the culture of assessment
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Holistic Progress Card 
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Multilingualism and the Power of Language Learning
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School Complexes/Clusters
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Standard-setting and Accreditation
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Teacher 
Education
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 Teacher education will gradually be moved by 2030 into multidisciplinary colleges and universities

 Multidisciplinary higher education institutions offering the 4-year in-class integrated B.Ed. programme to also 
provide blended and or ODL mode of teaching to students in remote areas.

 

Teacher Education
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 All B.Ed. programmes will include training in time-tested techniques in pedagogy, multi-level teaching and evaluation,
teaching children with disabilities, teaching children with special interests or talents, use of educational technology,
and learner-centered and collaborative learning

 Shorter local teacher education programmes to be available at BITEs, DIETs, or at school complexes for eminent local
persons who can be hired to teach at schools as ‘master instructors’, for promoting local professions, knowledge, and
skills, e.g., local art, music, agriculture, business, sports, carpentry, and other vocational crafts

 



Improving Teacher Education

Dr. Chandrani Singh,Director-SIOM-MCA 28

 

Teacher recruitment and 
deployment
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Empowering Teachers
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School Leadership
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Focus on Socio-Economically Disadvantaged Groups (SEDGs)
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 Separate strategies will be formulated for focused attention for reducing each of the category-wise gaps in school 
education.

 

Ensuring Equity

Dr. Chandrani Singh,Director-SIOM-MCA 33

 



Gender
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Supporting Children with Special Needs 
(CWSN)
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Integrating Vocational Education at All Levels
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Setting up of PARAKH 

Dr. Chandrani Singh,Director-SIOM-MCA 37

 



Support For Gifted Students / Students With Special 
Talents
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Online and Digital Education
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Adult Education and Lifelong Learning
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Timeline for Implementation of ECE and new Assessment 
pattern
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Timelines for Implementation in NEP 2020

Dr. Chandrani Singh,Director-SIOM-MCA 42

 

New Features of the Policy
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New Features of the Policy
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Assignment # Regression       Dt.02/07/2021 

1. Apply linear regression on the following dataset. 

X = (1, 2, 3, 4, 5, 6, 7, 8, 8, 9) 

Y = (2, 3, 4, 5, 5, 6, 6, 7, 8, 9) 

Calculate the following. 

(a) Coefficient of Determination (b) Intercept (c) Slope 

 

2. Please check whether linear regression is suitable here or not? 

x = [89,43,36,36,95,10,66,34,38,20,26,29,48,64,6,5,36,66,72,40] 

y = [21,46,3,35,67,95,53,72,58,10,26,34,90,33,38,20,56,2,47,15] 

 

3. Apply the regressor. 

x = [1,2,3,5,6,7,8,9,10,12,13,14,15,16,18,19,21,22] 

y = [100,90,80,60,60,55,60,65,70,70,75,76,78,79,90,99,99,100] 

 

============================================================= 

Q.1 Apply linear regression on the following dataset. 

X = (1, 2, 3, 4, 5, 6, 7, 8, 8, 9) 

Y = (2, 3, 4, 5, 5, 6, 6, 7, 8, 9) 

               Calculate the following. 

a) Coefficient of Determination (b) Intercept (c) Slope 

Code & Output : 

 

#import libraries 

%matplotlib inline 

import numpy as np 

import matplotlib.pyplot as plt 

import pandas as pd 

X = (1, 2, 3, 4, 5, 6, 7, 8, 8, 9) 

Y = (2, 3, 4, 5, 5, 6, 6, 7, 8, 9) 

x_mean = np.mean(X) 



y_mean = np.mean(Y) 

n = len(X) 

numerator = 0 

denominator = 0 

for i in range(n): 

    numerator += (X[i] - x_mean) * (Y[i] - y_mean) 

    denominator += (X[i] - x_mean) ** 2 

     

b1 = numerator / denominator 

b0 = y_mean - (b1 * x_mean) 

#printing the coefficient 

print(b1, b0) 

#plotting values  

x_max = np.max(X) + 100 

x_min = np.min(X) - 100 

#calculating line values of x and y 

x = np.linspace(x_min, x_max, 1000) 

y = b0 + b1 * x 

#plotting line  

plt.plot(x, y, color='#00ff00', label='Linear Regression') 

#plot the data point 

plt.scatter(X, Y, color='#ff0000', label='Data Point') 

# x-axis label 

plt.xlabel('Head Size (cm^3)') 

#y-axis label 

plt.ylabel('Brain Weight (grams)') 

plt.legend() 

plt.show() 



 

 

Q.3  Apply the repressor. 

x = [1,2,3,5,6,7,8,9,10,12,13,14,15,16,18,19,21,22] 

y = [100,90,80,60,60,55,60,65,70,70,75,76,78,79,90,99,99,100] 

Code and Output 

import numpy 

import matplotlib.pyplot as plt 

x = [1,2,3,5,6,7,8,9,10,12,13,14,15,16,18,19,21,22] 

y = [100,90,80,60,60,55,60,65,70,70,75,76,78,79,90,99,99,100] 

 

mymodel = numpy.poly1d(numpy.polyfit(x, y, 3)) 

 

myline = numpy.linspace(1, 22, 100) 

 

 

plt.scatter(x, y) 

plt.plot(myline, mymodel(myline)) 

plt.show() 

 



 

 

Q-2 Please check whether linear regression is suitable here or not?  

x = [89,43,36,36,95,10,66,34,38,20,26,29,48,64,6,5,36,66,72,40]  

y = [21,46,3,35,67,95,53,72,58,10,26,34,90,33,38,20,56,2,47,15] 

Code & Output 

 

# Step 1 import library 

import numpy as np 

from sklearn.linear_model import LinearRegression 

from matplotlib import pyplot as plt 

 

#Step 2: Provide data 

x = np.array([89,43,36,36,95,10,66,34,38,20,26,29,48,64,6,5,36,66,72,40]).reshape((-1, 1)) 

y = np.array([21,46,3,35,67,95,53,72,58,10,26,34,90,33,38,20,56,2,47,15]) 

 

# Step 4 plot the graph 

plt.plot(x,y) 

 



 

Out[4]: 

[<matplotlib.lines.Line2D at 0x23da6f7b520>] 

 

from the analysis of graph it is clear that linear regression is not suitable here. 

In [ ]: 

 

Assignment # 2 

Q1. Create a decision tree that can be used to decide if any new shows are worth attending to. 

Dataset : Shows 

We can use the Decision Tree to predict new values. 

(a) Example: Should I go see a show starring a 40 years old American comedian, with 10 

years of experience, and a comedy ranking of 7? 

(b) What would the answer be if the comedy rank was 6? 

Q2. Calculate the number of clusters and plot the clusters. 

Dataset: SUV_Data 

 

Q1. Create a decision tree that can be used to decide if any new shows are worth attending to. 

Dataset: Shows 

We can use the Decision Tree to predict new values. 



(a) Example: Should I go see a show starring a 40 years old American comedian, with 10 

years of experience, and a comedy ranking of 7? 

(b) What would the answer be if the comedy rank was 6? 

import pandas as pd 

df = pd.read_csv('shows (2).csv') 

X = df[['Age','Experience','Rank']] 

y = df['Go'] 

from sklearn.model_selection import train_test_split 

X_train, X_test, y_train, y_test = train_test_split(X,y,test_size=0.30,random_state=91) 

from sklearn.tree import DecisionTreeClassifier 

model = DecisionTreeClassifier() 

model.fit(X_train,y_train) 

model.score(X_test,y_test), model.score(X_train,y_train) 

y_pre = model.predict([[40,10,7]]) 

y_pre 

y_pre = model.predict([[40,10,6]]) 

y_pre 

 

Q2. Calculate the number of clusters and plot the clusters. 

Dataset: SUV_Data 

 

import pandas as pd 

import matplotlib.pyplot as pl 

df = pd.read_csv('suv_data.csv') 

X = df[['Age','EstimatedSalary']] 

plt.scatter(X['Age'], X['EstimatedSalary']) 



from sklearn.cluster import KMean 

model = KMeans(n_clusters=5) 

model.fit(X) 

model.cluster_centers_ 

cluster_number = model.predict(X) 

len(cluster_number) 

c0 = X[cluster_number==0] 

c1 = X[cluster_number==1] 

c2 = X[cluster_number==2] 

c3 = X[cluster_number==3] 

c4 = X[cluster_number==4] 

plt.scatter(c0['Age'], c0['EstimatedSalary'],c='red') 

plt.scatter(c1['Age'], c1['EstimatedSalary'],c='blue') 

plt.scatter(c2['Age'], c2['EstimatedSalary'],c='yellow') 

plt.scatter(c3['Age'], c3['EstimatedSalary'],c='cyan') 

plt.scatter(c4['Age'], c4['EstimatedSalary'],c='green') 

Artificial Neural Network (ANN) 

A) Gradient Decent Colab Code 

Import the dataset 

from tensorflow.keras.datasets import mnist 

 

X  =  

np.array([[0,0,0],[0,0,1],[0,1,0],[0,1,1],[1,0,0],[1,0,1],[1,1,0],[1,1,1]]) 

y = np.array([0,1,0,0,1,1,0,1]) 

 

X.shape 

ya = y.reshape(8,1) 

def sig(p): 

    return 1/(1+(np.exp(-p))) 

sig(-10) 

 



W = np.random.randn(3,1) 

for i in range(10): 

    yp = sig(np.dot(X,W)) 

    dw = np.dot(X.T,(yp - ya)) 

    W = W-dw 

np.round(yp) 

 

 

 

 

B) Code: Data Training, Testing and Prediction – Model 

# Import the dataset 

from tensorflow.keras.datasets import mnist 

(x_train, y_train), (x_test, y_test) = mnist.load_data() 

 

x_train.shape 



x_test.shape 

y_train.shape 

import matplotlib.pyplot as plt 

img0 = x_train[3] 

plt.imshow(img0) 

 

y_train[:4] 

# Preprocessing -> Scaling /255 

X_train = x_train/255 

X_test  = x_test/255 

# Preprocessing -> reshape images as flattened input 

X_train = X_train.reshape(X_train.shape[0],X_train.shape[1]*X_train.shape[2]) # X_train.shape[1]*X_tr

ain.shape[2] 

X_test = X_test.reshape(10000,784) 

X_train.shape 

y_train 

# preprocessing -> y_train/y_test to categorical data 

from tensorflow.keras.utils import to_categorical 

y_train = to_categorical(y_train, num_classes=10) 

y_test = to_categorical(y_test, num_classes=10) 

y_train.shape 

# Design the model  50-50-10 

from tensorflow.keras.models import Sequential 

from tensorflow.keras.layers import Dense 

model = Sequential() 

model.add(Dense(50, activation='relu', input_shape=(784,))) 

model.add(Dense(50,activation='relu')) 

model.add(Dense(10, activation='softmax')) 



model.compile(loss='categorical_crossentropy', metrics=['accuracy']) 

model.fit(X_train, y_train, batch_size=64, epochs=10, validation_data=(X_test,y_test)) 

# its a prediction time????? 

img0 = x_test[780] 

plt.imshow(img0) 

 

# preprocess the input 

img = img0/255 

img = img.reshape(1,784) 

model.predict(img) 

 

def get_number(img): 

    img = img/255 

    img = img.reshape(1,784) 

    return model.predict(img).argmax() 

get_number(x_test[78]) 

import cv2 

 

A = cv2.imread('/content/8.jpg') 

A.shape 

 

Assignments:  

1. Gray scale 

2. resize 28 X 28 

3. get_number 



 

y_train[:4] 

# Preprocessing -> Scaling /255 

X_train = x_train/255 

X_test  = x_test/255 

# Preprocessing -> reshape images as flattened input 

X_train = X_train.reshape(X_train.shape[0],X_train.shape[1]*X_train.shape[2]) # X_train.shape[1]*X_tr

ain.shape[2] 

X_test = X_test.reshape(10000,784) 

X_train.shape 

y_train 

# preprocessing -> y_train/y_test to categorical data 

from tensorflow.keras.utils import to_categorical 

y_train = to_categorical(y_train, num_classes=10) 

y_test = to_categorical(y_test, num_classes=10) 

y_train.shape 

# Design the model  50-50-10 

from tensorflow.keras.models import Sequential 

from tensorflow.keras.layers import Dense 

model = Sequential() 

model.add(Dense(50, activation='relu', input_shape=(784,))) 

model.add(Dense(50,activation='relu')) 

model.add(Dense(10, activation='softmax')) 

model.compile(loss='categorical_crossentropy', metrics=['accuracy']) 

model.fit(X_train, y_train, batch_size=64, epochs=10, validation_data=(X_test,y_test)) 

# its a prediction time????? 

img0 = x_test[780] 

plt.imshow(img0) 



 

# preprocess the input 

img = img0/255 

img = img.reshape(1,784) 

model.predict(img) 

 

def get_number(img): 

    img = img/255 

    img = img.reshape(1,784) 

    return model.predict(img).argmax() 

get_number(x_test[78]) 

import cv2 

 

A = cv2.imread('/content/8.jpg') 

A.shape 

 

Assignments:  

1. Gray scale 

2. resize 28 X 28 

3. get_number 
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